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Abstract

New regulations are imbedding operational risk in the risk management considerations of globally active financial enterprises. Also, the quantification of operational risk, based on operational loss experiences and key risk indicators of operational effectiveness, is being refined to yield a capital set aside amount specific to each institution. Inherent in these calculations is the effect of losses due to faulty reference data, data which is costly to acquire and maintain, duplicative across the industry, and which comprises 70% of the data content of financial transactions. Reference data electronically represents institutional customers, financial intermediaries, corporations, issuers, financial products, financial markets, currencies and prices. Being better at reference data management has no strategic value - mismatching of transaction details causes transaction failures, regardless of whether one counterparty is right and the other is wrong. This paper attempts to illuminate the costs of reference data and the effect of faulty reference data on operational risk and operational capital, previously only anecdotally documented. As such we believe this paper is the first time the literature of Operational Risk and Reference Data has been drawn together. The authors conclude that faulty reference data is costly and at the core of significant components of operational losses and that industry-wide initiatives can reduce costs significantly, lower capital requirements and mitigate risk.
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Executive Summary

Financial transactions can be thought of as a set of computer encoded data elements that collectively represent 1) standard reference data, identifying it as a specific product bought by a specific counterparty, and 2) variable transaction data such as traded date, quantity and price. The reference data components of a financial transaction identifies it as a specific financial product (security number, symbol, market, etc.), its unique type, terms and conditions (asset class, maturity date, conversion rate, etc.), its manufacturer or supply chain participant (counterparty, dealer, institution, exchange, etc.), its delivery point (delivery, settlement instructions and location), its delivery or inventory price (closing or settlement price) and its currency. Analogous to specifications for manufactured products, reference data also defines the products’ changing specifications (periodic or event driven corporate actions), occasional changes to sub-components (calendar data, credit rating, historical price, beta’s, correlations, volatilities) and seasonal incentives or promotions (dividends, capital distributions and interest payments).

This paper documents the impact of increasingly costly and duplicative expenditures for the sourcing, maintenance, and processing of reference data; the effect of recent regulatory mandates on reference data; and the role faulty reference data plays in operational risk and operational capital. While quantifying this impact, reference data remains an area needing further research due to the lack of granularity of cost and loss data compiled to date. As such this paper is the first time the literature of Operational Risk and Reference Data have been drawn together and useful insights presented.

While calling for the need for collecting still more granular data, this paper attempts to present a logical hypothesis that faulty reference data is costly, unnecessarily duplicative, and at the core of significant components of operational losses. It also points toward applying solutions that have proven to reduce risk in the matching and clearing of valued transaction data, which we believe would obtain for reference data as well. Such long standing industry-wide cost sharing and risk mitigating approaches are organized around shared infrastructure entities that, to date, have only been applied to the value portion of transactions (principally quantities, transaction prices and amounts), but whose techniques we envision being applied to the matching and “clearing” of the reference data components of these transactions as well.

Operational Risk is soon to be formally imbedded alongside market and credit risk in the risk management considerations of globally active financial enterprises. Beginning in 2008 a three year phase-in of the Bank for International Settlement’s (BIS’s) new regulatory regime (known as Basel II or the Basel Accord) will require new operational risk capital calculations for the largest of financial enterprises. These calculations, based upon operational loss experiences associated with key risk indicators of operational effectiveness, are expected to yield a capital set-aside amount for each institution.
Already a part of their considerations, financial managers have been working through the consequences of reinforced diligence among regulators of know-your-customer (KYC) rules, new Anti-Money Laundering laws, and the Sarbanes-Oxley legislation. Combined, these regulatory mandates are surfacing the old issues surrounding reference data, that of incomplete, non-standard electronic representations of customers, corporations, financial intermediaries, issuers, financial products, markets, corporate events, currencies and prices. It is awakening interest among the general management of financial enterprises that reference data, data which comprises some 70% of the data structure of all capital market transactions, is unnecessarily costly and duplicative, and both a significant component of operational risk and a significant cause of operational losses.

Of particular interest is the impact on the 30 largest financial enterprises headquartered in the U.S. Currently approximately 15 of these large banks and broker/dealers will be required to adopt the Advanced Measurement Approach (AMA) for risk management under the Basel II regime. Initially, another group of equal size and number, along with U.S. based foreign owned financial institutions regulated under their parents’ regulatory regimes, are expected to voluntarily adopt the Basel regime owing to the incentive for reducing overall capital requirements using this methodology.

Collectively this handful of large financial enterprises are involved in the majority of the world’s creation and movement of securities transactions and thus bear the largest losses associated with faulty reference data. This concentration among the largest US based financial enterprises recognizes that smaller securities firms, investment managers and hedge funds use these larger firms’ services as traders, investment managers, prime brokers, paying agents, trustees, fiduciaries, clearing agents and custodians to trade, clear, aggregate, settle, report and custody their capital market transactions through outsourcing arrangements. It therefore follows that while each spend the most on reference data, duplicating each others costs, it provides no strategic advantage. Significantly, these large trading and custodian organizations are the same financial enterprises that are to come under Basel II’s operational risk capital mandates and, therefore, collectively represent the largest segment of the capital/investment market that are impacted by the additional capital costs to be assigned to operational risk.

Reference data systems are now emerging as a financial application platform concept, distinct from the application logic that supports individual business processes across a financial enterprise. While evolutionary applications development over more than a half century caused reference data to be embedded in business applications, the logic of centralized reference data across many business silos has now become compelling. Whether due to high costs within a single enterprise or duplicative costs across the industry, the expenditure on duplicate reference data, and duplicate business process, is significant and the strategic importance of this duplication questionable at best. Coupled with the nearly complete electronic, integrated nature of our capital markets, financial managers are living day-to-day with the potential systemic risks from faulty reference data and will soon be required to pay up for that risk through provisioning additional capital for operational losses.
Reference data should be consistent across each financial transaction’s life cycle and throughout its supply chain. When reference data that should be identical are not, it causes miscalculated values, misidentified products, and involvement with erroneous supply chain partners (trade counterparties, custodians, paying agents, et al). These individual transaction failures cause monetary loss, higher labor costs, and the potential for both transactional and systemic failure. The problem, simply stated is that each financial institution or supply chain participant has independently sourced, stored and applied reference data to their own copy(s) of their master inventory and counterparty data bases. When this is applied to the variable components of a financial transaction (i.e. quantity and transaction price), and an attempt made to match, identically, the details sent by counterparties and supply chain participants in order to accept and pay for the transaction, significant failures in matching occurs.

While many surveys have tried to estimate the costs and losses associated with reference data, with few exceptions and in narrow areas, they have all been based upon surveyed opinions and anecdotal evidence, and none has yet attempted to measure capital costs. All point to significant costs, losses and duplicative effort but the industry is still lacking a base case upon which to initiate industry-wide action. Our estimate is that each of the largest financial enterprises have embedded annual costs on average between $266 million - $600 million. (see below and Exhibit I for our estimating methodology). While offering this estimate, we strongly urge the large organizations identified in Exhibit I, as they are the most active capital market participants, to embark upon the base case analysis offered as Exhibit II to this paper to confirm their own costs.

<table>
<thead>
<tr>
<th>COST CATEGORY</th>
<th>PER FIRM COSTS ($ in millions)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Direct Costs</strong></td>
<td></td>
</tr>
<tr>
<td>People and Facilities</td>
<td>$ 50 - $ 200</td>
</tr>
<tr>
<td>Sourcing and procurement of information</td>
<td>30 - 100</td>
</tr>
<tr>
<td>Licenses/vendor software, systems and communications</td>
<td>40</td>
</tr>
<tr>
<td><strong>Losses</strong></td>
<td></td>
</tr>
<tr>
<td>Fails</td>
<td>108</td>
</tr>
<tr>
<td>Corporate Actions</td>
<td>29 - 103</td>
</tr>
<tr>
<td><strong>Capital (preliminary)</strong></td>
<td>9 - 49</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>$ 266 - $ 600</strong></td>
</tr>
</tbody>
</table>

* See Exhibit I for estimating methodology

** Included is a very preliminary calculation for operational risk capital associated with faulty reference data under the Basel guidelines for the 15 US based financial enterprises coming under its mandate. These guidelines will only be finalized in 2006 with significant issues still to be decided as described below.
Along with revising the minimum capital standards already covering credit and market risk, Basel II sets a new minimum capital standard for operational risk. Still undetermined is whether minimum operational risk capital will be inclusive of expected losses, which are now provided for in loss reserves, or just assigned based upon unexpected losses, an actuarial derived probability measure of future losses based upon the modeling of historical loss data. Industry members believe that expected losses, essentially routine losses, e.g. commercial loan defaults, credit card receivable write-offs, etc., already accounted for in loss reserves as economic capital, should be excluded from operational risk capital. The regulators believe that only those losses that have been accounted for in both reserves and subjected to probability determination within a long history of historical predictability should be excluded from regulatory capital. Therefore, for other potential losses, (e.g. aged fails, missed corporate actions, outstanding reconciliations, etc.), regulators may choose to include these within the new capital charge as has long been the practice of the SEC in regulating securities firms. Longer term, the regulations encourage financial enterprises to develop stochastic models of predictability, or more importantly, to demonstrate risk mitigation of such potential losses, thus providing the incentives of lowered regulatory risk capital.

The problems of faulty reference data, as manifest in failed transactions and misrepresented corporate actions, and their reconciliation risks and costs, have been an issue in the era of computerized securities transaction for nearly four decades. The resulting potential losses have long been subject to a capital charge under SEC regulations. Gaining prominence first during the back-office crisis of the late 1960’s, the problem was magnified over the decades by huge increases in volume, the institutionalization of markets, the growth in cross border transactions, the proliferation of new financial products (e.g. options, futures, OTC derivatives, structured products, collateralized fixed income securities, and tradable currency pairs, et al), and the expansion of integrated cross product trading strategies.

In the aftermath of the market break of 1987 it became evident that markets were interconnected and mitigating systemic risk in the global capital markets became an issue of great importance. In 1989 the prestigious Group of Thirty made clear the need to harmonize markets, eliminate delays in the processing cycles for securities, and standardize reference data. Over a decade later this same body repeated this call for standardized reference data and its implications for systemic risk mitigation, describing that poor quality, and incomplete, incompatible, or inconsistent reference data can significantly reduce the efficiency and increase the risk of securities processing.
Reference data has not yet been appreciated as fundamentally an industry-wide problem, perhaps due to the surprising complexity of the issues involved, both from a technical and an operational perspective. Also, organizational impediments to resolving reference data issues, both within financial enterprises and across the industry, have hindered the ability of industry members to implement more timely settlement procedures and more robust straight-through-processing systems. The Group of Thirty summarized these issues by stating that while some progress was made during the last decade, the continued absence of comprehensive and widely adopted reference data standards that meet the needs of all users creates major costs and risks for industry participants.

It was the release of the SIA’s study in 2000 on the impediments to achieving settlement of securities on the day after trade date (referred to as T+1), the original goal set out in the Group of Thirty’s recommendations back in 1989, that resurfaced product and corporate action reference data as a major issue again. At about the same time the September 11, 2001 terrorist attacks in New York and the corporate scandals of the new millennium focused attention on counterparty and supply chain reference data. Existing know-your-customer (KYC) rules, new anti-money laundering initiatives, and the Sarbanes-Oxley legislation, all combined to create the necessity for financial enterprises to identify both the specific client and the hierarchy of legal entities one did business with. In the context of the highly automated systems that financial enterprises deploy this meant accurate counterparty and supply chain reference data and their linkage. The risk consequences of faulty reference data was again repeated in the SEC’s 2004 Concept Release on Securities Transaction Settlement and also imbedded as an issue in the 2008 pending implementation of Operational Risk Capital measures required under the Basel II regime.

Given the global requirement to allow financial transactions created from disparate systems to meet with one-another in order to match up on critical data elements, the industry is attacking the reference data problem by creating global standards for data transport and content. What is driving these global standards is a heightened recognition of the risks of global interactions amongst financial institutions, the relative success of standards’ initiatives at a country or product level, and a drive to move financial transactions closer to a real time payment mechanism, in keeping with the increasingly real time nature of the underlying transaction executions themselves. In the end its objective is to create a seamless electronic passageway of capital market transactions amongst global financial institutions, that being the straight-through-processing vision. The objective is to remove the settlement risk inherent in waiting, for example three days, in the case of US securities, and overnight in the case of foreign currency transactions, between when a financial instrument or contract is bought or sold and when it is paid for and/or ownership transferred

Today many voices for centralizing and standardizing reference data, and reducing costs and risks can be heard. This comes at a time when the technology is available at reasonable cost, when ambitions still continue in further automating the industry through straight-through-processing methods and when the cost savings and risk mitigation opportunities are demonstrably significant.
Within financial enterprises major projects are underway to centralize various reference databases. However, attempts within a single firm to extract reference data from the front, middle and back office applications, centralize and consolidate it have traditionally played a back seat to more pressing operational priorities, namely support for new revenue generation activities and the consolidation of operational systems due to merger and acquisition activities. The consequence of the later activity is that major financial institutions are using significant amounts of their data center’s processing power to translate reference data between multiple legacy systems. We believe this is a pervasive problem across all major financial institutions that have gone through a series of mergers and acquisitions, or have been forced to adapt to continually changing reference data standards, as most large, internationally active financial enterprises have.

The recognition of reference data as a distinct application subset of the total technology and operations infrastructure of financial enterprises is just coming into focus. Leading consultants, technology vendors, and outsourcing companies are promoting consortiums of firms to centralize reference data sourcing, normalization, maintenance, distribution and processing. Most financial enterprises, along with these business process outsourcing intermediaries, are anticipating supporting each financial enterprise, individually or in small consortiums, with a centralized solution, helping to reduce costs somewhat but still leaving the industry with silos of incompatible reference data.

The largest of financial enterprises have endured the most as they are burdened with the highest costs and risks. However, the quantification of this burden is lost in the averages, as most surveys skew the results to the low end by including the smallest, but most populace of financial industry segments, investment managers. Further, loss data accumulated by the various Basel inspired Loss Event Collection Exercises is still not granular enough, and no real understanding of the pervasive nature of reference data across the key Risk Event Types has yet surfaced within the risk management community supervising their firm’s loss data collection exercise.

Operating management has made the most progress justifying the business case for reference data out of necessity as they merge and acquire others and thus, require more organized approaches to integrating disparate systems, technologies and business process. However, that progress can take them so far, probably to an ultimate central repository and centralized processes within their own organizations, whether outsourced or in-house. This result, however, leaves the duplication of costs for the same result imbedded in each organization. It also leaves them, and the industry, to deal with the reference data risk associated with mismatching of transactions amongst counterparties, the potential for valuing the same collateral and inventory at different prices in different organizations, the potential for risk calculations to be tainted by faulty reference data and the resulting requirement for capital to be reserved for these risks. Joint action across the industry can mitigate much of this exposure and eliminate significant duplicated costs.
We believe that a centralized, industry-wide business model that, at the very least, provides consistent centralized reference data across a financial enterprise, whether in house or outsourced can reduce the costs of acquiring, maintaining and distributing reference data as well as the risks of faulty reference data. Under both in-house and outsourced scenarios, buying group advantage and building scale economics into a sourcing and distribution platform would be the overriding value proposition. This is made practicable by the industry’s sponsorship and rapid development of new standards for financial transaction content and reference data messaging. In addition, it would create a single pool of reference data of the highest quality and at the least cost.

Further, resolving the problem permanently and completely can be accomplished through an industry-wide effort not dissimilar to the efforts that gave rise to clearing entities, netting systems and central depositories as industry-wide solutions to past industry-wide problems. Leading this effort could well be the largest of financial enterprises, given to first satisfying their own collective needs as they currently absorb the most cost and risk and, soon to be the only ones required to set aside operational capital under Basel II. This is not dissimilar to the most recent efforts by a similar grouping of financial enterprises in the development of the newest industry-wide risk mitigating facility, the Continuous Linked Settlement System (CLS), which mitigates foreign currency trade settlement risk. Like CLS, supported first by the largest of financial enterprises, a reference data “matching and clearing” utility could be expanded to support the reminder of the industry. There are many such infrastructure entities jointly owned by industry members (e.g. DTCC, NSCC, CLS, OCC) or owned by commercial interests (e.g. Euroclear, London Clearing House, The Clearing Corp.), or some combination of the two (e.g. Omgeo, OMX, SIAC). Its development could also be unique as founding members could outsource their best-of-breed reference data components and infrastructure to seed the facility, thus minimizing development risk.

In summary, the purpose of this paper is to highlight the role of faulty reference data in operational risk, to understand the impact of reference data on the operating costs and capital of financial enterprises, and to shed further light on the impact of enterprise-wide and industry-wide reference data on achieving the goal of straight through processing in the global financial industry. While the business case still needs to be refined (see Base Case Template as Exhibit II) we hope we have contributed to placing the resolution of the remaining issues on the agenda of the senior management of financial enterprises and the thought leaders of the industry.
In the paper that follows this summary, Chapter 1 introduces the historical context of considerations of both operational risk and reference data, and relates contemporary capital market concerns to the issues of operational losses. In Chapter 2 we review operational risk as defined in the BIS’s Capital Accord documents (referred to as Basel II), discuss recent loss data exercises performed under its mandate, and review operational risk capital calculations and the concept of risk mitigation. In Chapter 3 we define reference data more precisely, look at the costs of sourcing and maintaining reference data, and discuss standards initiatives. In Chapter 4 we incorporate the issues of operational risk within the framework of faulty reference data, and in Chapter 5 we describe the Basel II initiatives in relation to reference data. Chapter 6 describes the approaches to mitigating operational risk and the risks associated with faulty reference data. Chapter 7 concludes with the observation that reference data costs and associated risks can be significantly lowered resulting in the lowering of anticipated operational capital on an industry wide level. Chapter 8 calls for further joint industry action to 1) gather cost and loss data of sufficient granularity to allow for determining the overall costs of reference data and the modeling of the impact of faulty reference data on operational risk capital and 2) to continue industry-wide collaboration on reference data standards while building the business case for establishing a risk mitigating industry infrastructure entity for the matching and clearing of reference data. Exhibit I provides the authors estimating methodologies for Reference Data Costs, Losses and Capital and Exhibit II provides a Base Case Template for each financial institution to gather their own Enterprise-Wide Reference Data Costs, Losses & Capital Charges.
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1.0 Introduction

Operational Risk is soon to be formally imbedded alongside market and credit risk in the risk management considerations of globally active financial enterprises. As this reality approaches there is an awakening interest among the general management of financial enterprises that reference data, data which comprises some 70% of the data structure of all capital market transactions, is unnecessarily costly and duplicative, and both a significant component of operational risk and a significant cause of operational losses.

Already a part of their considerations, financial managers have been working through the consequences of reinforced diligence among regulators of know-your-customer (KYC) rules, new Anti-Money Laundering laws, and the Sarbanes-Oxley legislation. The impact on reference data in complying with these mandates is forcing an old issue of incomplete, non standard electronic representations of customers, corporations, financial intermediaries, issuers, financial products, markets, currencies and prices, to the forefront of management priorities. Further, the 2008 beginning phase-in of the Bank for International Settlement’s (BIS’s) new regulatory regime (known as Basel II or the Basel Accord)\(^1\) will require new operational risk capital calculations. These calculations, based upon operational loss experiences and key risk indicators of operational effectiveness, will yield a capital set aside amount for each institution. This regime is yet to be fully appreciated and, thus, drives the purpose of this paper - to highlight the role of faulty reference data in operational risk, to understand the impact of reference data on the operating costs and capital of financial enterprises, and to shed further light on the impact of enterprise-wide and industry-wide reference data on the global financial industry.

Of particular interest is the impact on the 30 largest, internationally active financial enterprises headquartered in the US. Currently approximately 15 of these large banks and broker/dealers will be required to adopt the Advanced Measurement Approach (AMA) for risk management under the Basel II regime. Initially, another group of equal size and number, along with U.S. based foreign owned financial institutions regulated under their parents’ regulatory regimes, are expected to voluntarily adopt the Basel regime owing to the incentive for reducing overall capital requirements. Each individually spend the most on reference data, duplicating each others costs for no strategic advantage. Collectively they bear the largest risk of faulty reference data through their representation as traders, investment managers, prime brokers, paying agents, trustees, fiduciaries, and custodians in the majority of the trades conducted in the global capital/investment markets.
This paper attempts to document the effect of faulty reference data on costs and on operational risk and operational capital while acknowledging that it still remains an area needing further research due to the lack of granularity of cost and loss data compiled to date. As such we believe this paper is the first time the literature of Operational Risk and Reference Data has been drawn together and useful insights presented. While calling for the need for collecting still more granular data, it sets out a logical hypothesis that faulty reference data is at the core of significant components of operational losses.

**Figure 1 - Reasons for Transaction Failure**

<table>
<thead>
<tr>
<th>Reason</th>
<th>Most Common</th>
<th>Second Most Common</th>
</tr>
</thead>
<tbody>
<tr>
<td>Settlement Instructions</td>
<td>25%</td>
<td>17%</td>
</tr>
<tr>
<td>Trade-Specific Data</td>
<td>24%</td>
<td>20%</td>
</tr>
<tr>
<td>Client/Customerparty Data</td>
<td>21%</td>
<td>17%</td>
</tr>
<tr>
<td>Instrument Data</td>
<td>13%</td>
<td>12%</td>
</tr>
<tr>
<td>No Response</td>
<td>12%</td>
<td>13%</td>
</tr>
<tr>
<td>Account-Specific Data</td>
<td>14%</td>
<td>8%</td>
</tr>
<tr>
<td>Corporate Action-Specific Data</td>
<td>8%</td>
<td>2%</td>
</tr>
</tbody>
</table>

Sources: Reuters, Capco, Tower Group Survey—September 2001

It also points toward applying solutions that have proven to reduce risk in the matching and clearing of valued transaction data, which we believe would obtain for reference data as well. Such long standing industry-wide cost sharing and risk mitigating approaches are organized around shared infrastructure entities that, to date, have only been applied to the value portion of transactions (principally quantities, transaction prices and amounts), but whose techniques we envision being applied to the matching and “clearing” of the reference data components of these transactions as well.

Evidence exists that higher valuations for good risk management practices are awarded to publicly traded financial enterprise (Duliba, 1997) and penalized, disproportionately, when losses are incurred (Cummins, Lewis, Wei, 2005). Thus, success in mitigating reference data risk and the commensurate reduction of operational risk capital could lead others to elect the Basel approach over their current regulatory regimes. Collectively, participation in proposed industry-wide solutions could provide both risk mitigation opportunities and cost and capital reduction benefits to all.
The belief that this paper is drawing together two previously distinct domains of knowledge in the financial services industry suggests that different readers will more readily understand its content, conclusions and recommendations by first reading chapters appropriate to their domain experience. Senior managers of financial enterprises may wish to first read, in sequence, Chapter’s 1, 6, 7 & 8; Risk Managers, Chapter’s 1, 2, 5, 6, 7 & 8; Reference Data Managers, 1, 3, 5, 6, 7 & 8; Operations Managers, 1, 4, 5, 6, 7 & 8. Academics and Regulators, again depending on their domain experience, would find that Chapter 2 can be read as a stand-alone primer on operational risk and Chapter 3 as a stand-alone primer on reference data.
1.1 Background to Contemporary Issues

Financial transactions are becoming exclusively information based, technologically delivered entities. Financial transactions are a set of computer encoded data elements that collectively represent unique unalterable attributes, referred to as static data; occasional adjustments, as in corporate events or changes in corporate ownership; and variable transaction components such as traded date, quantity and price. The unalterable characteristics and occasional adjustments when applied to the variable component of a financial transaction define it as a unique financial product as well as identify its counterparties, their supply chain participants and their physical locations. Reference data, in summary, is information about:

- Financial products and their specifications, terms & conditions;
- Trade counterparties and supply chain participants involved in a transactions’ processing life cycle, and their physical locations;
- Periodic and corporate event driven changes that are applied to both of the above; and
- Calendar data, credit ratings, closing and historical prices, etc.

These attributes comprise 70% of all financial transactions (see Figure 10) while the sourcing, storage and processing of reference data is imbedded in all front, middle and back office operations and systems of financial enterprises (see Figure 4).

Today’s process of organizing a financial transaction from order presentation to trade execution and settlement is multi phased. Interactions between different proprietary systems each defining its own set of reference data is common. Combined with many points of human and automated system interactions, faulty reference data can require extensive error detection and repair procedures. Reference data is attached incrementally at various stages in the life cycle of a financial transaction, either by the selection or input of such information by a human being, by looking up information on a computer file, if it is being entered for the first time, or through computerized access to previously prepared directories and/or financial transactions (as when one had previously bought a stock and then prepares to sell it). Reference data can be accessed via each business’s processing application, which incorporates the required reference data along with the specific business rules for the transaction to be represented as a stock trade, bond trade, futures trade, swap, credit derivative, etc. Sometimes the application accesses a central store of reference data within the organization, sometimes an external store. In either case reference data is usually further integrated within the business application itself.

Reference data should be consistent across each financial transaction’s life cycle and throughout its supply chain. However, duplication of reference data is pervasive in large financial enterprises and throughout the industry, leading to significantly higher risk and operational costs. When reference data that should be identical are not, it causes miscalculated values, misidentified products, and involvement with erroneous supply chain partners (trade counterparties, custodians, paying agents, et al). These individual
transaction failures cause monetary loss, higher labor costs, and the potential for both transactional and systemic failure. The problem, simply stated is that each financial institution or supply chain participant has independently sourced, stored and applied reference data to their own copy(s) of their master inventory and counterparty data bases. When this is applied to the variable components of a financial transaction (i.e. quantity and transaction price), and an attempt made to match, identically, the details sent by the counterparties and supply chain participants in order to accept and pay for the transaction, significant failures in matching occurs.

Recently the global financial industry has concerned itself with realizing the promise of further efficiencies from being an exclusively information-based business. Unlike manufactured product, the completion of a transaction through acceptance and payment is not done through manual inspection, but rather is attempted increasingly by completely automated means. Prior to automated matching, a financial transaction was printed out, visually checked against original source documents (manually annotated forms), and telephonically or through inspection of faxes (in a previous era, telexes) matched with counterparties’ similarly sourced information. Today, through automated matching, when details of a transaction do not match each party is put at risk that the transaction will not settle. Costly exception processing routines follow, some automated, many manual. SWIFT (Society for Worldwide Interbank Financial Telecommunications) in 2002 projected the annual cost to the financial industry globally to repair these transactions at $12 billion. The SIA (Securities Industry Association) had projected total daily settlement value at risk in 2004 at $750 billion and DTCC in their 2004 annual report at $4.5 trillion.

What follows from these observations is that industry participants have both the motivation and the ability to process the entire life cycle of a financial transaction completely by automated means. The growing interest in accomplishing this has spawned the mantra of straight-through-processing (STP), a catch phrase for reducing the labor content of transaction processes, thus affecting both cost efficiencies and risk mitigation. This risk mitigation incentive has dominated the issue, as it is intended that straight-through-processing will incorporate the seamless linking of front, middle, and back office systems and thus allow for the settlement cycle for securities (the time when a stock or bond trade is entered into until it is paid for) to be reduced from three days to a single day (this concept is referred to as T+1 – trade date plus one). During these three days a counterparty that has entered into a transaction can default on its payment or, more critically, declare themselves insolvent.

In increasing measures, financial institution managers and their regulators have recognized the importance of managing operational risk, defined by the Basel Committee on Banking Supervision as “the risk of loss resulting from inadequate or failed internal processes, people and systems or from external events”2. Deregulation and globalization of financial services, together with the growing sophistication of information technology, are making the activities of financial enterprises (and thus their risk profiles) more diverse and complex. If not properly controlled, the growing use of information technology, especially as it pertains to the concepts of straight-through-processing in the capital/investment markets, has the potential to transform individual transaction risks to
systemic failures as greater reliance is placed on globally integrated systems. This is a growing issue as other traded assets such as futures, OTC derivatives, options and foreign exchange are evolving toward more institutional, industrial strength processing needs as has evolved in the equities markets. These include processing features such as completely electronic trading venues, order routing and order management systems, volume weighted average pricing algorithms, trade allocations, deal affirmations, confirmation matching, and third party paying agencies and custodians.

Further, the growing use of outsourcing arrangements and the participation in third-party run clearing, netting, matching and settlement systems can mitigate some risk but can also present significant other risks. The recognition that faulty reference data is the leading cause of transaction failures within these global clearance, matching and settlement systems provides a further incentive to understand the relationship between reference data and risk. In fact, the International Association of Financial Engineers (IAFE) conducted a seminar on the very subject of reference data and risk management.

Both explicitly and implicitly, the Basel II Accords highlights reference data as a meaningful component of both operational risk and of risk mitigation. Basel II has declared that consistency in reference data is an important consideration across the enterprise. It is an important concept as it set's a direction wherein the major financial enterprises can no longer, for example, retrieve end of day prices from one service for valuing equity portfolios in their asset management business, while getting these "same" prices from another service to value an OTC equity derivatives product. It speaks to the heart of the problem of "silos" of reference data and also sets the tone for the current initiatives amongst the largest of financial institutions to centralize reference data. These efforts to centralize reference data is an obvious response in anticipation of regulators’ expectations that portfolios from different parts of a financial institution that ultimately contribute their valuations of the same instruments to the enterprise trading book, and the enterprise banking book, have the same valuations. It is also important that the same valuations (and identity) of these same instruments be valued the same across different financial institutions if objective measures of risk are to be relied upon across financial institutions.

1.2 Chronology of Historical Reference Data Events

The earliest interest in reference data arose out of the necessity of interpreting financial information into visual codes for use in hand signals. They were used to convey trade information from the line of site of upstairs agents to the curb brokers in the verbal street auction under the buttonwood tree, later to become the New York Stock Exchange (NYSE). Interest in electronic representation of reference data evolved from the first uses of electrical and then electronic medium. Here, the telegraph, the Morse code ticker, the Scantlin electronic quote machine (the predecessor model to today’s Reuters and Bloomberg services) and today’s modern digitized global trading, clearing, matching and settlement systems spurred on the transformation of visual and auditory cues into electronic representations. Today financial transactions are represented completely through digitized information pulsing through optical fiber, manipulated through
computer circuits etched in silicone, and stored on various magnetic media. However, further progress toward a completely automated global financial services industry is requiring a deeper and more comprehensive set of standardized identifying information (reference data) in order to create an electronic processing pathway with the desired minimum human intervention.

The modern era of reference data here in the US began in 1968 with the establishment of a working group of executives known as the Banking and Securities Industry Committee (BASIC). Born in the aftermath of the paper crisis that crushed the industry and caused the NYSE to close one day each week to process the accumulated paperwork, this committee championed standards for identifying securities for use in computer processing, known as the CUSIP number (Committee on Uniform Securities Identification Procedures), identified uniform numbers for supply chain participants such as transfer agents and brokerage firms, referred to as FINS (Financial Institution Numbering System), and standardized forms used in processing trades from its origination as an order, to its transfer, delivery and payment status. Along the way, in order to facilitate computerized processing, BASIC attempted to standardize the troublesome physical stock certificate by proposing its reincarnation in the form of an engraved punched card, the preferred computer medium of that era.

The punched card concept soon gave way to more efficient methods that immobilized and de-materialized the stock certificate in depositories, thus eliminating the need to make physical delivery but necessitating accurate reference data to assure the electronic completion of a transaction, previously done through physical delivery and site inspection. The establishment of multiple data processing installations throughout the supply chain of banks, brokers, custodians, depositories, investment managers, et al led each to establish their own reference data master files. The multiple representations of this same data led to each firm being burdened with similar costs for acquiring and maintaining data that should be identical but wasn’t due to clerical input errors, multiple interpretations and/or misinterpretations of the same information, and coding errors.

The problems of failed transactions due to misrepresented reference and transactional data grew even larger as an issue in the securities industry due to huge increases in volume and the growth in cross border transactions and cross product financial hybrids, even as incremental change and improvements where implemented. At this time a significant attempt was made by the SEC to incent broker/dealers toward improvements in operational practices through capital charges. Coincident with these attempts at risk management and processing improvements in the securities markets was the proliferation of other trading markets, notably markets in options, futures and currencies.

In this emerging era of globalization the international Society for Worldwide Interbank Financial Transactions (SWIFT) launched its first payments network. In 1974 the bank payment system was presented with a default of currency obligations of the German bank Herstatt and, thus, introduced the concept of operational losses due to settlement risk into the global financial system’s growing risk management issues. Later, in the aftermath of the market break of 1987 it became evident that markets where interconnected and
mitigating systemic risk in the global capital markets became an issue of great importance. The Group of Thirty Report on Clearance and Settlement of 1989 made clear the need to harmonize markets, eliminate delays in the processing cycles for securities, and standardize reference data across markets. Over a decade later this same body, in a follow up study repeated this call for standardized reference data and its implications for systemic risk mitigation.

In 1993 the Security Glossary Committee was formed within the Data Management Division of the Securities Industry Association. It proposed to establish an industry-wide master file of standardized reference data for securities products, to include identity numbers and each product’s specifications, terms and conditions, including end-of-day valuation prices. The impetus for this was the high cost that each firm was enduring in acquiring and maintaining the same set of data. Also important was the bankruptcy in 1990 of brokerage firm Drexel Burnham Lambert, which exposed firms to having valued the same securities issued by Drexel differently, each having sourced and used different close-of-day valuation prices. The high costs of implementation, industry complacency and other priorities, and the lobbying of data vendors all worked against acceptance of the project at that time.

During this same period the Financial Information Services Division of the Information Industry Association (later to be renamed the Software and Information Industry Association), and representing distribution vendors, originators of data and users of market and reference data took on the challenges of defining closing prices and standardizing symbols used at the front end of the order origination process for trading. At that time it was recognized that symbols used to define products at the front end of the supply chain where indiscriminately being assigned without consideration of duplication by various exchanges, trading system operators, and dealing room product innovators. Additionally, due to the lack of definition of what constituted a closing (or valuation) price a project was undertaken to determine how each originating venue of closing prices (exchanges, trading systems operators, dealing rooms) constructed such prices. These prices are used to value inventory and collateral and to determine credit requirements. These projects produced logical systems for the universal assignment of symbols and a standardized definition of closing prices across all originating price discovery venues. However, it was not universally adopted due to the vested interest of proprietary vendor intermediaries, exchanges willingness to adopt easier, although temporary solutions, and the lack of priority within end users to implement required systems changes. Also, a period of buoyant markets, higher trading volumes, accelerated merger & acquisition activity, both on behalf of clients as well as amongst financial institutions themselves, and significant regulatory issues intervened to put the issues of reference data on the back burner.

It was the release of the SIA’s study in 2000 on the impediments to achieving settlement of securities on the day after trade date (referred to as T+1), the original goal set out in the Group of Thirty’s recommendations back in 1989, that resurfaced product specific reference data as a major issue again. At about the same time the September 11th, 2001 terrorist attacks in New York and the corporate scandals of the new millennium focused
attention on counterparty and supply chain reference data. Existing know-your-customer (KYC) rules, new anti-money laundering initiatives, and the Sarbanes-Oxley legislation, all combined to create the necessity for financial enterprises to understand both the specific client and the hierarchy of legal entities one did business with. In the context of the highly automated systems that financial enterprises deployed this meant accurate counterparty and supply chain reference data and their linkage. Finally, the concern of the risk consequences of faulty reference data was again repeated in the SEC’s 2004 Concept Release on Securities Transaction Settlement and also imbedded as an issue in the 2008 pending implementation of Operational Risk Capital measures required under the Basel II regime.

1.3 Straight-through-Processing (STP) and Trade Date +1 (T+1)

The Group of Thirty in their 2003 study states that reference data plays a critical role in securities clearance and settlement. They describe that poor quality, incomplete, incompatible, or inconsistent data can significantly reduce the efficiency and increase the risk of securities processing. They go on to say that the vital importance of reference data has not always been fully appreciated, and that perhaps the surprising complexity of the issues involved, both from a technical and an organizational standpoint, has hindered the ability of the financial services industry to implement fully effective reforms. They conclude by stating that while some progress was made during the last decade, the continued absence of comprehensive and widely adopted reference data standards that meet the needs of all users creates major costs and risks for industry participants.

The Software and Information Industry Association’s (SIIA’s) Financial Industry Services Division (FISD) is a leading advocate for and developer of reference data standards. In its numerous presentations and position papers it points out that the overall goal for reference data standards is “a common market data infrastructure for securities processing automation,” which would: 1) identify all financial instruments with precision (multiple listings) 2) identify all business entities for processing efficiency, regulatory compliance and risk mitigation 3) identify all data elements associated with a financial instrument’s lifecycle with absolute precision (standard terms, definitions and relationships) and 4) define a common distribution protocol for efficient and accurate processing.

The Securities Industry Association has identified ten items as essential to realizing the potential for improving the speed, efficiency and safety of the trade settlement process. Included among the ten are the development of industry matching utilities and linkages for all asset classes, and the standardization of reference data and moving to standardized industry protocols for broker-dealers, asset managers, and custodians.

The SEC in its request for comment on its concept release on securities transaction settlement specifically requested information and comment regarding “What, if anything, should the Commission do to facilitate the standardization of reference data and use of standardized industry protocols by broker-dealers, asset managers, and custodians?”
The Depository Trust & Clearing Corporation (DTCC), the sole U.S. clearing agent and central securities depository for securities issues and fixed income instruments, states in their response to the SEC that the industry cannot yet move to T+1 settlement until, along with retail customer preparedness, it has achieved matching or affirmation on trade date and standardization of reference data.\textsuperscript{13}

Fix Protocol Ltd created the Financial Information Exchange (FIX) protocol to standardize the communication of pre-trade and trade information. Since 1995 it has allowed counterparties and supply chain participants in capital market transactions to communicate electronically such information as indications of trading interest, placement of orders, receipt of executions, and the allocation and confirmation of trades for delivery and payment. In response to the SEC’s request for comment on what the SEC should do to facilitate the standardization of reference data, the FPL responded that it was “encouraging that the SEC recognizes reference data and standardized protocols as a significant issue” and commented further that reference data standardization is not as nearly developed as the FIX message standards that contains it.\textsuperscript{14}

Omgeo, the trade matching utility, a joint venture of Thomson Financial and DTCC, in their comments to the SEC recognized that “the overall processing of any firm is as much a function of the efficiency of its trading counterparty as it is its own processing efficiency, the weakness of the few will tend to drag down the overall processing effectiveness of the many.”\textsuperscript{15}

William DuMond, a faculty member of Metropolitan College of New York, in a response to the SEC’s request for comment restated an earlier era idea in suggesting the creation of an industry-wide security master file for archiving a “flawless ‘golden copy’” of descriptive material for securities.\textsuperscript{16} A complimentary idea, also of that era, was the centralization and dissemination of end-of-day closing prices.\textsuperscript{18} The industry turned down both ideas as it was proposed at a time when technology was conceptually up to the task but still expensive and data vendors were reluctant to go along, seeing their intermediation role and business models threatened.

The retail industry is an industry that, over the same period of time as the securities industry, has accomplished its straight-through-processing goals while the securities industry has not. It was noted at an NYU conference comparing the retail industry to the securities industry (Grody, 1993) that the retail industry, which was burdened with the requirement to move physical goods, was well ahead of the securities industry in implementing standards of reference data and utilizing them in advanced systems, thus affecting the equivalent of straight-through-processing. Already at that time retailers had adopted electronic data interchange (EDI) standards for purchase orders and payments, the universal product code, and the bar code and utilized them in direct store delivery systems, automated replenishment systems, point of sale systems and quick response systems.

Over a decade later this same theme was again echoed in a presentation by Merrill Lynch at an FISD conference on standards for market data (Brown, Vatsa, 2004). The argument
again was laid out that the securities industry was lagging the retail industry in its ability to create standards for reference data so that it can move on to its own straight-through-processing world. This world, in retail at least, is now enjoyed by such diverse retailers as Wal-Mart, Levi Strauss and Associated Supermarkets. All are now benefiting from the significant effect on efficiency, productivity, pricing power and profitability. In a final comment within this retail analogy theme, Dr. Michael Hammer, of *Re-engineering the Corporation* fame stated in a conference on Enterprise Data Management for the securities industry that “Wal-Mart has two assets, data and process, just like you”. He further chastised the securities industry for falling so far behind, not only the retail industry but the manufacturing industry, in its lack of ability to communicate across individual firm boundaries.19

Today many voices for centralizing and standardizing reference data, and reducing costs and risks, can be heard, at a time when the technology is available at reasonable cost and when the cost savings and risk mitigation are demonstrably significant. Such voices can be heard within financial enterprises themselves, where major projects are underway to centralize various reference databases. Consultants, technology vendors, and outsourcing companies are promoting consortiums of firms to centralize reference data sourcing and normalization.

Tinervin and Vales (2004) contend that trends towards consortia outsourcing and consortia buying will be driven by the continual evolution of Business Process Outsourcing (BPO) which is intended to help a company reduce its non-core, back-office transaction processing costs while improving customer service. The authors believe that new buying consortia in the financial services industry will account for an ever increasing share of this growing market. Already significant consortia exist in insurance and in check processing. In capital markets The Depository Trust & Clearing Corporation (DTCC) is a consortium of member banks, broker/dealers, and mutual funds, which provides outsourced clearance, settlement and information services for equities, corporate/municipal bonds, government and mortgage-backed securities and other instruments. DTCC greatly reduces the unit costs and risks of processing financial transactions, especially with the ever-increasing trading volumes in the US and international markets.

BPO is further seen maturing into Business Transformation Outsourcing (BTO) with the potential to transform the basic way in which a company does business, or even to change its business model, so as to increase performance, profitability and shareholder value (Tinervin, Vales, 2004). In a similar, transforming vision the Reference Data User Group (RDUG) describes an approach where a syndicate can be created for multiple use of one financial institutions solution on a commercial basis for the rest of the syndicate.20

These later points bring us to our starting point for this paper:
- What is the state of change underway among financial industry participants in regard to reference data,
- What is the understanding of the costs and risks for industry participants of acquiring and maintaining reference data; and
What are the costs and risks of faulty reference data

Further, we suggest some additional steps to quantify on a more granular basis both the costs and the risks associated with reference data, while proposing some additional risk mitigation concepts, and its implications for capital required by Basel II for operational risk. Finally, we introduce and explore the concept of an industry utility to match and “clear” reference data.

2.0 Operational Risk

Operational risk exists throughout each financial enterprise, amongst its supply chain constituents and throughout the life cycle of a financial transaction. It can be observed as disruptions in both back-office recordkeeping and in transaction workflows, as incorrect asset pricing, and as encumbered securities movement and payment processing. While encompassing such process breakdowns, the consequences of operational risk also include ineffective technology, faulty decision-making and business interruptions. Understanding operational risk helps businesses identify and prevent risk exposure and operational losses. Controlling operational risk requires decision-making with incomplete, imprecise data about risk exposures over uncertain time periods and changing environments. (Beck 1992) The potential for loss due to operational risk is significant and negatively correlated with profitability. Unlike market and credit risk, where one attempts to control a higher risk for the potential for a greater return, there is no upside to increasing operational risk. In fact, as previously noted (Cummins, Lewis, Wei, 2005) evidence exists that poor risk management practices as manifested in large operational losses at publicly traded financial companies are penalized disproportionately by the market.

2.1 Operational Losses

Operational risk is determined by a basic decision as to how much risk is associated with a particular activity, transaction, business, etc. (Matten 2000). Risk events are defined, quantified and categorized for frequency and impact. High-frequency/low-impact (HiLo) events create the basis for expected losses (EL). HiLo events are subject to detailed analysis and efforts to reduce the level of losses. Low-frequency/high-impact (LoHi) events create what is known as unexpected losses (UL). LoHi events are also the subject of detailed analysis, contingency planning, insurance policies and newly developing risk mitigation methods. Low-frequency/low-impact (LoLo) events can be managed but are more often accepted as a cost of doing business and often times require more investment than the expected benefit. (Sabatini, 2002)

The majority of operational losses are due to transaction processing errors. Such losses result from human error, absence of proper procedures, failure to follow existing procedures, or inadequacies within the procedure when first established. Process losses are normally considered unintentional and correctable with proper business planning and controls. The next largest source of operational losses is due to employee violations of internal policies for intentional purposes (fraud). Remaining operational losses result from external forces, and systems or technology disruptions. (Harmantzis, 2003)
Listed below is the complete set of the eight risk event categories promoted by the Basel Committee. These event categories are the basis for quantifying business liabilities and losses. (See Table 1).

Table 1 – Event Types & Loss Categories

<table>
<thead>
<tr>
<th>Event Types</th>
<th>Loss Categories</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Internal fraud</td>
<td>1. Legal liability</td>
</tr>
<tr>
<td>2. External fraud</td>
<td>2. Regulatory action</td>
</tr>
<tr>
<td>3. Employment practices</td>
<td>3. Loss or damage to assets</td>
</tr>
<tr>
<td>4. Workplace safety</td>
<td>4. Restitution</td>
</tr>
<tr>
<td>5. Clients/products/business practices</td>
<td>5. Loss of recourse</td>
</tr>
<tr>
<td>6. Damage to physical assets</td>
<td>6. Write downs</td>
</tr>
<tr>
<td>7. Business interruption and systems failures</td>
<td></td>
</tr>
<tr>
<td>8. Execution/delivery/process management</td>
<td></td>
</tr>
</tbody>
</table>

(Basel Committee, 2002)  
(Haubenstock, 2002)

In a sample survey of 30 international banks conducted by the Basel Committee on Banking it was found that the highest loss event category was “Execution, Delivery and Process Management” a category that implicitly contains the consequence of faulty product related reference data (see Table 2 for the definition and examples of what constitutes this loss event). This category accounted for approximately 42% of total operational loss events, with a total loss value of €908,000 (34.8% of the total). Another event type “Clients, Products & Business Practices” represented 27.5% of overall losses, a category (see Table 4) that also contains reference data. Unfortunately in the instructions to those who where asked to participate in the sampling this loss event category was described as the end tail of a flow chart that, if one made it to that end point and had not yet categorized losses in any other category, the remaining losses would be categorized as Execution, Delivery & Process Management. In hindsight this is obviously not a satisfying way to categorize what turns out to be the largest loss event.

Table 2 – Event Type: Execution, Delivery & Process Management

<table>
<thead>
<tr>
<th>Event Type: Execution, Delivery &amp; Process Management</th>
</tr>
</thead>
<tbody>
<tr>
<td>Definition: Losses from failed transaction processing or process management, from relations with trade counterparties and vendors</td>
</tr>
</tbody>
</table>

Activity Examples:

<table>
<thead>
<tr>
<th>Transaction Capture, Execution &amp; Maintenance</th>
<th>Monitoring &amp; Reporting</th>
<th>Customer Intake and Documentation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Miscommunication</td>
<td>Failed mandatory reporting obligation</td>
<td></td>
</tr>
<tr>
<td>Data entry, maintenance or loading error</td>
<td>Inaccurate external report (loss incurred)</td>
<td></td>
</tr>
<tr>
<td>Model / system misoperation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Missed deadline or responsibility</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Accounting error / entity attribution error</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other task misperformance</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Delivery failure</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Collateral management failure</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reference Data Maintenance</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Trade Counterparties</th>
<th>Vendors &amp; Suppliers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-client counterparty misperformance</td>
<td>Outsourcing</td>
</tr>
<tr>
<td>Misc. non-client counterparty disputes</td>
<td>Vendor disputes</td>
</tr>
</tbody>
</table>

Customer / Client Account Management

<p>| |</p>
<table>
<thead>
<tr>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Unapproved access given to accounts</td>
</tr>
<tr>
<td>Incorrect client records (loss incurred)</td>
</tr>
<tr>
<td>Negligent loss or damage of client assets</td>
</tr>
</tbody>
</table>

Outsourcing

Vendor disputes

(Basel Committee, 2002)
In a follow-up survey of 27 US banking institutions conducted in 2004 by the U.S. Federal Reserve and thrift regulatory agencies and reported on in May, 2005, an additional event type and business line category “Other” was added, post facto, which resulted in the largest category of losses. This loss for the event type “Clients, Products & Business Practices”, $5,820.5 million, represented 67% of this new “Other” business line category and 80.8% of overall losses. This loss category also inherently contains the implications of faulty reference data (see Table 3 below). Like Execution, Delivery & Process Management (in this study it comprised 9.9% of overall loss value) if those filling out the data sheet made it to this end point and had not yet categorized losses in any other category, it would categorized in this event type.

This data collection exercise was, unfortunately, also flawed as, for example, 1) while all respondents submitted data for the Retail Banking business line, only half submitted data for Corporate Finance, 2) respondents reported losses at a mix of different threshold levels, from $0 and above to $10,000 and above, and 3) in aggregating the data, the ‘Other” business line, representing the largest total loss amount ($6,122.5 million and 70.8%) had to be created because of an inability to map these losses to any of the eight previously identified business lines. The authors of the data aggregation exercise stated that this suggested the classification of losses affecting more than one business line remains an industry challenge. We suggest that it may also point to the fact that some components of the transactions that underlie these losses are inherently systemic in nature. Given the pervasive nature of reference data in 70% of financial transactions, it also suggests that in future loss data collection exercises a more granular look at the accumulation of loss data related to faulty reference data is warranted, perhaps to be accounted for in a similar manner as one aggregates retail credit loss or check fraud data.

Table 3 – Event Type: Clients, Products & Business Practices

<table>
<thead>
<tr>
<th>Event Type: Clients, Products &amp; Business Practices</th>
</tr>
</thead>
<tbody>
<tr>
<td>Definition - Losses arising from an unintentional or negligent failure to meet a professional obligation to specific clients (including fiduciary and suitability requirements), or from the nature or design of a product.</td>
</tr>
<tr>
<td>Activity Examples:</td>
</tr>
<tr>
<td>Suitability, Disclosure &amp; Fiduciary</td>
</tr>
<tr>
<td>Fiduciary breaches / guideline violations</td>
</tr>
<tr>
<td>Suitability / disclosure issues (KYC, etc.)</td>
</tr>
<tr>
<td>Retail consumer disclosure violations</td>
</tr>
</tbody>
</table>

Looking within the general structure of the BIS’s broad categorizations (see Table 4) it would appear that the Payment & Settlement business line, now categorized under Banking and, thus, suggesting monetary settlements exclusively, should be reviewed with a view to it being included as a loss event type as well, under the Asset Management, Trading & Sales and/or Corporate Finance business lines, to assure that the loss data collection exercise captures securities settlements in addition to money settlements.
Table 4 – Mapping of Business Lines

<table>
<thead>
<tr>
<th>Mapping of Business Lines</th>
<th>INVESTMENT BANKING</th>
<th>Trading &amp; Sales</th>
</tr>
</thead>
<tbody>
<tr>
<td>Corporate Finance</td>
<td>Corporate Finance</td>
<td>Sales</td>
</tr>
<tr>
<td>Municipal/Government finance</td>
<td>Market Making</td>
<td></td>
</tr>
<tr>
<td>Merchant Banking</td>
<td>Proprietary positions</td>
<td></td>
</tr>
<tr>
<td>Advisory Services</td>
<td>Treasury</td>
<td></td>
</tr>
<tr>
<td>(Mergers and Acquisitions, Underwriting, Privatizations, Securitization, Research, Debt (Government, High Yield) Equity, Syndication, IPO, Secondary Private Placement)</td>
<td>(Fixed Income, equity, foreign exchanges, commodities, credit, funding, own position securities lending and repos, brokerage, debt, prime brokerage)</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>BANKING</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Retail Banking</td>
<td>Commercial Banking</td>
</tr>
<tr>
<td>(Retail lending and deposits, banking services, trust and estates)</td>
<td>(Project finance, real estate, export finance, trade finance, factoring, leasing, lends, guarantees, bills of exchange)</td>
</tr>
<tr>
<td>Private Banking</td>
<td></td>
</tr>
<tr>
<td>(Private lending and deposits, banking services, trust and estates, investment advice)</td>
<td></td>
</tr>
<tr>
<td>Card Services</td>
<td></td>
</tr>
<tr>
<td>(Merchant/Commercial/Corporate cards, private labels and retail)</td>
<td></td>
</tr>
<tr>
<td>Payment &amp; Settlement *</td>
<td>Agency Services</td>
</tr>
<tr>
<td>External Clients</td>
<td>Custody</td>
</tr>
<tr>
<td>(Payments and collections, funds transfer, clearing and settlement)</td>
<td>(Escrow, Depository Receipts, Securities lending (Customers), Corporate actions)</td>
</tr>
<tr>
<td>Corporate Agency</td>
<td></td>
</tr>
<tr>
<td>(Issuer and paying agents)</td>
<td></td>
</tr>
<tr>
<td>Corporate Trust</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>OTHERS</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Asset Management</td>
<td>Retail Brokerage</td>
</tr>
<tr>
<td>Discretionary Fund Management</td>
<td>Retail Brokerage</td>
</tr>
<tr>
<td>(Pooled, segregated, retail, institutional, closed, open, private equity)</td>
<td>(Execution and full service)</td>
</tr>
<tr>
<td>Non-Discretionary Fund Management</td>
<td></td>
</tr>
<tr>
<td>(Pooled, segregated, retail, institutional, closed, open)</td>
<td></td>
</tr>
<tr>
<td>*Payment and settlement losses related to a bank’s own activities would be incorporated in the loss experience of the affected business lines.</td>
<td>(Basel Committee, 2002)</td>
</tr>
</tbody>
</table>

2.2 Regulation

Capital adequacy is a fundamental tool in the regulation of financial enterprises. The primary purpose of capital in a financial institution is to absorb financial risk, not to fund assets of the business. Financial risk is the difference between what one expects to
happen (EL - expected losses) and what could happen (UL - unexpected losses). Provisions may be made within budgets to cover for the expected losses, but it is the capital reserves that exist to absorb the unexpected losses. (Matten, 2000).

Regulatory standards require financial institutions to hold minimum capital levels to ensure that they have the ability to absorb future, unidentified losses. These reserves decrease the likelihood that a risk event will result in a financial enterprise’s failure. Most regulators, and credit agencies, will argue for financial institutions to hold as much capital as possible. To avoid carrying too much capital, which can negatively impact performance, but also to avoid carrying too little capital and, thereby, exposing the institution to ratings downgrades, regulators are developing new processes, measures and reporting standards. (Matten, 2000)

The New Basel Capital Accord, known as Basel II, is a regulatory initiative within the global financial industry to strengthen the capital framework for large, internationally active banking organizations and other financial institutions. Along with revising the minimum capital standards already covering credit and market risk, Basel II sets a new minimum capital standard for operational risk. Still undetermined, however, is whether minimum operational risk capital will be inclusive of expected losses, which are now provided for in loss reserves for such items as commercial loan defaults, credit card receivable write-offs, etc. or just assigned based upon unexpected losses. Some believe expected losses should be excluded from AMA calculations. The head of operational risk at Citigroup believes losses that are essentially routine losses should be excluded from operational risk capital just as is done with economic capital. Such losses are routinely mitigated by insurance, built in to pricing structures, and guaranteed by clearing houses, etc. However, the Securities Industry has long been guided by the SEC’s net capital rule, Rule 15c3-1, adopted in 1975, which incorporates operational capital requirements for such routine expected losses as those resulting from transactional failures, unreconciled items, un-responded to voluntary corporate actions, etc. These, too, have been routinely priced into the business model and protected by insurance but still such losses continue to be factored into the SEC’s minimum regulatory capital requirements.

While requiring capital to protect against operational risk losses, the new framework is meant to encourage banks to improve their risk management techniques so as to reduce operational risk exposure and mitigate losses resulting from operational failures. The new capital accord provides the incentive of lower capital requirements to those banks that demonstrate strengthened risk management practices and reduced risk exposures. (Haubenstock, Andrews, 2001).

The first move in banking toward formalizing and standardizing operational risk, and associated capital calculations and management practices, was announced in 1998. A paper released by the Bank for International Settlements discussed the growing awareness of operational risk among senior executives. The paper recognized that operational risk was not limited to back office operations but was present in all business activities. The case was made that early stage development of operational risk measurement & monitoring had already begun as initiatives at individual financial
enterprises and that defining operational losses and collecting data under a standardized methodology needed to be addressed. (Green, Grody, 2004)

In 1999 the BIS released its first consultative document outlining a new capital adequacy framework consisting of three pillars: new capital standards, increased supervisory reviews and additional public disclosures. (Green, Grody, 2004) Under the new capital standard, banks would be required to assess their operational risk exposure and allocate capital to cover the risk of loss. (Risk 1999) The initiative set the minimum standards for financial institutions to meet for modeling, managing and reporting on operational risk across multiple business dimensions.

The minimum capital standard is the amount of reserves a financial enterprise must hold to cover for risk exposure. The first Basel framework uses a standardized factor of gross income as the capital standard for operational risk. This is a highly generalized approach that creates errors in accounting for the effects of mitigation and the potential to over provision capital. The Basel II initiative establishes new standards that encourage banks to use more advanced modeling techniques to measure, monitor and mitigate the risk of adverse impacts and losses.

Basel II has motivated management to developing better risk management techniques and practices. Basel II champions the adoption of business continuity plans to ensure the ability to operate on an ongoing basis and limit losses in the event of a business disruption. As information is gathered over time the use of statistical analysis will provide more accurate views of operational risk and levels of capital adequacy. In this regard banks that use the advanced models and mitigate risk can reduce the amount of capital they are required to hold in reserve, freeing up capital for more-productive uses. (Marlin 2004) This regulatory process will increase the transparency of operational risk allowing the market to see which financial institutions are responsibly responding to risk management. This will benefit them through greater access to capital, by lowering borrowing costs and through lower insurance premiums.

To benefit from the new standards, financial enterprises will be required to submit their risk management systems, assumptions, policies and procedures to examination by a supervisory committee. The banks will have to base their case on capital calculations and risk assessment, monitoring adequacy and mitigation capability. (Marlin, 2004) However, regulators have still not specifically addressed how they will assess capital once a bank employs risk mitigation. Four such risk mitigation categories are provided for in Basel II: Insurance, Business Continuity Management, Controls & Staff, and Training. The treatment of traditional risk mitigation, such as insurance, is unclear and new risk mitigation, like contingency planning, is only vaguely treated (Petrou, 2002). The idea of mitigating risk associated with faulty reference data, and how one assesses operational capital reduction in this regard has not, until now, entered the debate.

Basel II officially requires banks and other financial enterprises to begin conforming to the new requirements in January 2008. It is estimated that 75% of European banks have
begun early stage development work, while only 12% of US banks have begun work. (Marlin, 2004)

In the U.S. the Federal Reserve is requiring large US-based, multinational banks to adopt the Basel II requirements including those related to operational risk. The Fed previously announced that the top 10-12 US banks, including JP Morgan Chase, Citibank, and Wachovia, would have to comply with the Basel Advanced Measurement Approach for capital allocation. (Allen 2004). It is assumed that an additional like number would adapt the Basel II regime. As part of its effort the Fed, in late 2005, initiated another study, the Quantitative Impact Study 5 (QIS5), and will thereafter be publishing guidance (Notice of Proposed Rulemaking) for banks to use to conform to the new requirements.

Under rules proposed in 2003 by the SEC's Consolidated Supervised Entities (CSE) regulations, five large US Securities houses, Merrill Lynch, Goldman Sachs, Bear Stearns, Morgan Stanley, and Lehman Bros. will be required to abide by the Basel II regulations (Allen 2004). Other "brokerage firms" are owned by banks and will thus be supervised by the Fed’s requirement to adhere to the Basel II framework. 26 The SEC rules establish regulatory guidelines for a Supervised Investment Bank Holding Company (SIBHC), which includes requirements to establish a group-wide internal risk management control system, record keeping, and periodic reporting. This reporting will specifically include reporting consolidated computations of allowable capital and risk allowances consistent with the standards published by the Basel Committee on Banking Supervision.27

2.3 Capital Requirements

The industry wide capital requirement for operational risk is expected to average 12% of total bank regulatory capital. (Kuritzkes, 2002) Researchers estimate that operational risk should account for 20% of total risk capital for normal banking operations and even as much as 50% in highly fee driven businesses. As banks enter more highly operational, transaction-based businesses such as brokerage, insurance, and other such product areas the importance of operational risk capital is likely to increase. (Matten, 2000)

$56 billion of regulatory capital will be required for operational risk for US banks alone under Basell II (Kuritzkes, 2002). Individual bank’s total operational risk capital is set equal to a percentage of risk-weighted assets. Of this amount at least 50% must be Tier 1 capital. Tier 1 capital consists of equity capital and disclosed reserves. The remaining 50% should be in the form of upper and lower Tier 2 capital. Tier 2 capital, or supplemental capital, consists of certain types of long-term debt and certain reserves. A new definition for Tier 3 capital is being developed to account for risks with shorter liquidation periods than traditional on-balance sheet business. (Matten, 2000)

For example Citigroup's total regulatory capital (Tier 1 & 2) was $100.9 billion at year-end 2004 of which $8.1 billion was allocated to operational risk.28 If the objective of the Basel Accord, as stated, is to create a new capital charge for OpRisk in the range of 12% of regulatory capital, then $12.1 billion in capital would be required, or $4.0 billion in
additional capital. At a 5% cost of capital an additional $200 million cost would be incurred. JP Morgan Chase would have required an additional $7.1 billion in capital in 2004 and have incurred additional costs of $355 million. The Federal Reserve Bank of Boston noted that in 2003 Deutsche Bank allocated €2.5 billion and J.P Morgan Chase US$5.8 billion for operational risk capital and that, on average, the large banks allocated 15% of their capital to support operational risk. In 2003 Citigroup allocated $6.1 billion to operational risk capital of which approximately $1.1 billion was for the capital market/investment businesses.

At another recent Federal Reserve conference on Operational Risk, the SEC reported that since the early 1970’s broker/dealers have been subjected to capital charges for such operational risks as aged failed to deliver, short securities differences, suspense account items (essentially securities transactions that cannot be completed for various reasons), and reconciliation differences (unfavorable bank account, correspondent account, clearing corporation and securities depository reconciliation differences). Other categories of capital charges include aged corporate actions receivable and aged transfers not confirmed. The value of these deductions from net capital is significant. For example, the Banc of America Securities reported aged fails-to-deliver in the first quarter of 2005 of $177 million. Further, participants of clearing organization must allocate capital to support the guarantees and risk management practices of these industry-wide risk mitigating entities, DTCC and its clearing and settlement subsidiaries, NSCC and FICC, collectively held $10.6 billion of participants’ funds at year end 2004.

The Basel II Accord created several measurement approaches to use as internal economic capital models to establish capital allocation levels. The most fundamental methodology, known as the Basic Indicator Approach, utilizes a factor (alpha) times gross revenue to calculate operational risk capital. A more precise methodology called The Standardized Approach uses different factors for each business line and calculates operational risk capital as the sum of each factor (beta) times the gross revenue of each business line.

The most sophisticated methodologies are designated as Advanced Measurement Approaches (AMA) and include three broad capital calculation methodologies. The Internal Measurement Approach uses a standard industry factor (gamma) at business line and risk level, multiplied by the institutions’ expected loss related to operational risk for a capital allocation amount. The Loss Distribution approach uses an actuarial methodology in which distributions are constructed based on historical internal and external loss data to arrive at a capital allocation figure. The third approach, the Scorecard approach, uses a firm wide capital charge and allows for reallocation of this amount over time based on risk indicators or other qualitative criteria. (Haubenstock, 2002)

These measurement approaches are to provide a capital requirement equal to the sum of a bank’s expected and unexpected losses. The Basel standards committee has alluded to exceptions for capital relief of expected losses assuming financial enterprises can capture expected losses in the bank’s internal business practices and demonstrate this ability to the satisfaction of regulatory supervisors. (Green, Grody, 2004)
Under the AMA approach, regulators will give financial enterprises the ability to take a reduction of 10-25% of the total operational risk capital charge. This equates to the recognized risk mitigation effects of insurance. The Basel Standards Committee’s third consultative paper has also made it possible for banks to embrace a partial adoption of AMA as well as making the use of insurance an acceptable risk mitigation option for operational risk capital reduction. (Green, Grody, 2004)

Capital allocation methodologies must use consistent internal definitions. Without consistency the possibilities of double counting risk mitigation effects and qualitative assessments will skew capital requirements away from actual risk management needs. The standards committee has put a strong emphasis on the collection of internal loss data as being critical to estimating loss experience and tying it into the current business activities, technology processes and risk management procedures. (Green, Grody, 2004) Adequate management information systems will be crucial to the effective process of capital allocation. (Matten, 2000)

2.4 Modeling Operational Risk

The basic approach to modeling operational risk has evolved from the accepted models used in modeling market and credit risk. Under this approach, really a collection of many different stochastic techniques, referred to as the loss distribution approach (LDA), banks estimate, for each business line/risk type cell, or group thereof, the likely distribution of operational risk losses over some future horizon (Basel requires a one year period). The Value-at-Risk (VaR) and resulting capital charge from these calculations is based on a high percentile of the loss distribution (Basel requires a 99.9% confidence level). See Figure 2.

**Figure 2 - Typical Loss Distribution for Operational Risk**

This overall loss distribution is typically generated based on assumptions about the likely frequency and severity of operational risk loss events as it is with internal measurement approaches as well. In particular, LDA’s usually involve estimating the shape of the distributions of both the number of loss events and the severity of individual events. These estimates may involve imposing specific distributional assumptions (i.e. a Poisson
distribution for the number of loss events and a lognormal distribution for the severity of individual events) or deriving the distributions empirically through techniques such as boot-strapping and Monte Carlo simulation.

An overall capital charge may be based on the simple sum of the operational risk VaR for each business line/risk type combination which implicitly assumes perfect correlation of losses across these cells or by using other aggregation methods that recognize the risk-reducing impact of less-than-full correlation. This method differs from internal measurement approaches in one important respect: it aims to assess unexpected losses directly rather than via an assumption about the relationship between expected loss and unexpected loss. That is, internal measurement approaches estimate a single parameter of the overall loss distribution, expected losses, and assumes that the relationship between expected and unexpected loses (essentially, the shape of the loss distribution) is fixed regardless of the level of expected losses and how the various components of expected loss frequency, severity, and scale are combined. In contrast, the loss distribution approach allows for this distribution to vary with both the level of expected losses and with variation in its components. Thus, there is no need for the determination of a multiplication (gamma) factor under this approach.

Presently, for operational risk there are several LDA methods being developed and no industry standard has yet emerged.\textsuperscript{35} See Figure 2. Generally, an LDA model is a quantitative methodology for assigning dollar values to expected and unexpected losses. Although quantitative methods in operational risk management have become more common in the last two decades [Crouhy, Mark, Galai, (2000), Jorion, (2000)], the quantification of operational risk is not a trivial exercise.

A composite of methodologies currently being tested by financial institutions would suggest that an accepted approach would be actuarially based. Actuarial models have long been used by risk management groups in leading institutions to quantify, for example, insurance risk (Hamantzis, 2002, 2003).\textsuperscript{36} Applying statistical distributions, as actuarial models do, would result in assigning probabilities to loss events. By performing Monte Carlo simulations (Law, Kelton, 1999) a full loss distribution model results. More specifically, applying a Poisson distribution (Grimmett, Stirzaker, 2001) would result in the simulation of the number of events (credit card frauds, transaction errors, etc.) per year, i.e., the frequency. The Poisson distribution is commonly used for event (or jump) risk in the insurance industry. The main advantage is that it requires only one parameter (the $\lambda > 0$ parameter), so it is easy to calibrate. Current methodologies being tested would suggest a sample from a LogNormal distribution (Grimmett, Stirzaker, 2001) would be appropriate to simulate the dollar loss per event.\textsuperscript{37}

These assumptions, we believe, are reasonable and provide a practical model-based solution (Harmantzis, 2002). Further, various models assume that the correlation among risk types is zero, that is to say that all risk types are completely independent of each other and, therefore, bad outcomes in individual risk types are not likely to happen at the same time. The independence assumption is intuitive for some risk classes while less intuitive for others. In general, there might be some positive correlation among some of
the risk types, especially when viewing losses across business lines due to some underlying transaction failure, i.e. erroneous counterparty number, erroneous product code, incorrect credit rating, etc. but more investigation of this positive correlation is warranted as significant cross business line loss events have been observed.\textsuperscript{38}

**Figure 3 – Modeling Operational Risk**

| There are many experimental activities being conducted to determine the appropriate models for determining operational risk (Embrechts, Kluppelberg, and Mikosch, 1997, Cruz, 2002). Allen and Bali (2005) suggest a new residual operational risk (OR) measure to determine 1% OR Value-at-Risk (VaR). The authors used equity returns for financial institutions to estimate both catastrophic and operational risk measures over the period 1973-2003. They found that OR is quite significant, comprising approximately 18% of the total equity returns of financial institutions. The paper presents the first evidence of procyclicality in OR measures. The authors concluded that macroeconomic, systematic and environmental factors play a considerable role in influencing the risk of financial institutions. Silke (2004) incorporates insurance contracts into an OR model based on an idiosyncratic and common shocks model by Lindskog and McNeil (2003). The author proposes a model to recognize the mitigating effects of OR insurance within an AMA approach based on common shocks. Chernobai, Menn, Svetlozar (2004) suggest a compound Poisson process with Lognormal losses for OR modeling. The paper examines an important issue: the impact of possibly censored and/or truncated data on the estimation of loss distribution. The paper demonstrates the use of the Expectation-Maximization algorithm for parameter estimation, as suggested by the Basel Committee. Authors illustrated that ignoring the missing (or truncated) data and fitting unconditional distribution to the available data set leads to biased estimates. Clemente, Romano (2004) use Monte Carlo (random variable) simulations in order to determine the loss distribution and measure OR via Value-at-Risk (VaR) and Expected Shortfall (ES). Their methodology is based on a frequency/severity model. However, the severity for each business line/risk type is modeled through a Lognormal distribution in the centre and in the left tail, while they use Extreme Value Theory (POT technique) for the right tail. Moreover, authors consider dependences using copula functions (Student’s t-copula), showing that this approach might reduce the capital requirements. To calibrate their model, the authors use an American database of 23 years of catastrophe insurance loss data of three different insurance lines (that could be considered as a limitation to their model). Embrechts, Kaufman, Samorodnitsky (2004) aims at encouraging a better exchange of ideas between actuaries and risk managers. Authors present how insurance analytics could be applied to OR modeling and measurement (mathematics from non-life insurance for example); however, they doubt that a full OR capital charge can be based solely on statistical modeling (some risks, e.g., people risk are difficult to quantify). Since large losses are a main concern, authors advocate that Extreme Value Theory (EVT) can play a major role in analyzing such data. Chavez-Demoulin and Embrechts (2004) propose an adapted EVT method taking into account non-stationary (time dependent structure) and covariates (changing business and/or economic environment). De Fontnouvelle, De Jesus-Rueff, Jordan and Rosengren (2003) use publicly available, real data to quantify OpRisk (data provided by two vendors: OpRisk Analytics and OpVantage). According to their results, capital charge for OR will often exceed that of market risk. Their estimates are consistent with the $2-$7 billion dollars in capital that some large international banks are allocating for OR. There are several issues related to “external” loss data, e.g., sample selection bias, reporting bias, unknown/different truncation points, etc. The authors use an econometric model in which the truncation points for each loss, i.e., the dollar value below which the loss is not reported, is modeled as an unobserved random variable. They model the underlying loss distribution using Extreme Value Theory (EVT). They find that the distribution of observed losses varies significantly by business line and that supplementing internal data with external data on extremely large rare events could improve banks’ OR models. Ebnöther, Vanini, McNeil and Antolinez-Fehr (2001, 2003) present case studies on OR measuring: The authors show that for a production unit of a bank with well-defined workflows OR can be unambiguously defined and modeled. The study comprises 103 production processes. The authors use both historical data and self-assessment information. Towards a quantitative approach, the authors use EVT for modeling (a beta-GPD-mixture model, lognormal model), simulations, and well-known metrics, e.g., VaR and Credit VaR. Results are quite robust under stress testing. Embrechts, Furrer and Kaufmann (2003) argue that traditional modeling approaches, including EVT, reach their limits as some risks, e.g., people risk are difficult to quantify. They have shown how actuarial techniques in principle could be used for estimating high quantiles of unknown loss distributions. Medova and Kyriacou (2002) apply EVT (POT method) to calculate economic capital requirement against unexpected OR losses. As the conventional maximum likelihood (ML) estimation method performs unstably when it is applied to small or even moderate sample sizes, the suggested implementation is based on Bayesian hierarchical Markov Chain Monte Carlo (MCMC) simulations. The authors advocate Bayesian procedures at the level of business units, which allows more efficient capital allocation. |
The output of a typical LDA model consists of 1) The *Expected Loss (EL)*, which is the average loss as calculated from the (cumulative) loss distribution, and 2) The *Value at Risk (VaR)*, which summarizes the worst loss over a target horizon (one year) within a given confidence interval, e.g., 99.95 percent (Crouhy, Mark, Gala1, 2000). The statistical accuracy of the VaR number depends on the number of simulations. The more simulations, the more accurate the result will be.39

### 2.5 Operating Measures & Risk

In recent years, scrutiny has been applied to “indicators” of areas of high risk and loss. Key Risk Indicators (KRIs), e.g., percentage of transactions that have not been settled, percentage of transactions requiring some manual intervention, etc. (Taylor, Davies, 2003) has emerged as a leading concept to predict potential losses within a certain confidence level. While industry members acknowledge the usefulness of KRIs, it is still difficult to identify which KRIs among the ones they track, work the best. While KRIs, like operational risks, are not new, common language, standards and framework is needed. (Taylor, Davies, 2003)

In 2003, the Risk Management Association (RMA) sponsored and RiskBusiness International facilitated the launch of a project to define and specify Key Risk Indicators for major operational risks throughout financial institutions.40 The purpose is to improve the usefulness of KRIs in managing operational risks through standardization, benchmarking, loss analysis and the development of related best practices. (Taylor, Davies 2003). They have compiled a list of 1809 key risk indicators to establish a common language, common standards and best practices around these indicators – to be thought of as common definitions of what comprises each “bucket” of a risk category within the Basel II operational risk indicators approach.41 Today there are over 50 organizations from across the globe actively participating in the KRI study. They are currently exploring the feasibility of conducting a similar study, targeting insurance and assurance firms.42

Financial institutions generally have not yet accumulated a robust set of historical internal loss data to use in the mappings at the Business Line & Event Type levels required by Basel. They tend to have accumulated operating statistics, like transaction matching rates, failure rates and amounts, etc. used in day-to-day management of their operations. The majority of US banks are planning to accommodate the implementation of the AMA by mapping their "statistics" (now to be standardized and known as KRI's) into cells that represent the intersection of Basel’s Lines of Business with Basel’s Loss Event Types. The expected outcome of this mapping exercise is the construction of a loss data base at a granular enough level so that it can be used to tie loss data back to departmental operating metrics (KRI's). This, in turn, can be used to guide operating management in mitigating risk by lowering their departments’/business’ lines losses. This is critical if operating management is to be held accountable for reducing losses due to operational failures and its mitigating effect on lowering capital requirements for operational risk.
In assessing the impact of faulty reference data, a set of KRI’s would be required indicating these loss occurrences at a granular enough level to measure this effect. Such granularity would entail, for example, collecting information on the number of failed-to-match securities and amount of loss associated with each, sub categorized with an indication that one failed because the wrong security code was used, another failed because the wrong counterparty account number was used, another failed because the delivering custodian’s code was wrong, etc.

How do we go from such statistics to Operational Value at Risk (OpVaR) and Operational Risk (OpRisk) capital? And how do we show that if the operating management lowers the KRI values, i.e. less fails, less losses, it is directly tied to lower OpRisk capital? In relating proven approaches in credit risk management to operational risk, it was noted that credit failures can be referenced to an obligor whose total exposure and risk rating are known. However, there are no standard practices to reference operational risk losses to the operational processes that created them, let alone associate an appropriate measure of exposure and a standardized probability of failure. In this regard, a number of approaches are being vetted in individual financial enterprises. In one approach KRI’s are used to estimate the probability of an event (PE), analogous to the probability of default (PD) used in credit risk management. In another approach, the basic assumption is the proposition that transactions drive the largest components of operational risk and the probability of operational losses increase as the volume and complexity of transactions increase. In fact, Northern Trust estimates that 90% of its loss events are associated with a single Loss Event Type, Execution, Delivery and Process Management owing to its primary focus on capital markets’ fee based transaction services.

One such methodology calls for assigning risk measurement units and risk mitigation indicators to value the risk exposures and the effectiveness of loss prevention procedures (described conceptually in Basel as a Risk Control Self Assessment). The critical starting point is engaging operating management in what is ostensibly a subjective process, but one best conducted by experienced individuals using robust data points comprised of number of events (frequency) and losses (severity) at the KRI level (Hughes, 2004). While such robust data is not available on external loss data bases as their minimum threshold is $1 million, more granular data is being kept by individual financial organizations. State Street Bank reports its data base contains data points at a level of loss starting at $500 but for most the norm appears to be starting at $10,000. The resulting values, aggregated and mapped against Basel’s Lines of Business and Loss Event Types can provide the mechanism for tying the operating statistics and associated losses (KRI’s) to the Loss Distribution Analysis and the OpVaR (Basel’s severest losses beyond the 99.9% confidence level).

In yet another approach to modeling operational risk, this more directly associated with reference data, Ramamurthy, Arora and Ghosh (2005) apply Bayesian belief networks to determining losses associated with missed corporate action announcements. Its fundamental technique is to use probability distributions based on subjectively determined prior casual risk factors or “beliefs”. Constructing the loss model requires
identifying the key variables, determining their cause and effect relationships, and assigning probability distributions to each of the variables based on prior knowledge of operational parameters (which can be thought of as Key Risk Indicators). The authors believe such a technique, because it focuses on the casual relationships rather than the effect, is most useful when historical loss data is not readily available, as is the case with losses due to faulty reference data.

2.6 Operational Risk Management

Operational risk management has developed its own discipline with its own management structures, tools and processes. While effective rules and guides are being developed, strict definitions, requirements and actions have yet to be thoroughly tested and proven. Therefore, banks need to evolve toward a multilateral, proactive approach to developing policies, plans and proofs-of-concepts to meet new capital standards within these newly forming disciplines.

More than 250 organizations from the global financial industry responded to a 2004 international survey of operational risk management conducted by SAS and Risk Magazine. The majority of these firms were medium to large financial institutions. While they agree it will take some years before best practices are established, financial institutions see operational risk management as a significant new discipline. Basel II and related domestic regulation are considered to be the key factors driving these programs and while the current regulatory framework does lack clarity, this is not appearing to hold most organizations back from proceeding with plans to improve operational risk management.46

The survey respondents identified information technology and systems failure as the biggest source of operational risk. Within that response, respondents further indicated that transaction processing failures and financial accounting/reporting are high on the list of identified operational risks that have considerable impact on the business.47

Interestingly enough, respondents were comfortable in quantifying the economic rewards of operational risk management. They estimated that they could achieve a 10% reduction, on average, of economic capital in a time horizon of 12 months. In addition, they see significant benefits from the result of actual loss reduction. On average, survey respondents expected loss reduction to exceed 17% in a time horizon of 12 months. However, it is unrealistic to expect that reduction in losses will be achieved immediately. As programs get implemented and companies start reporting losses that previously went unreported, performance may deteriorate in the short run. In addition, respondents see the benefits of operational risk management going beyond financial and regulatory benefits to improved business and performance management.48

Perhaps the most striking finding in this survey is that over the last two years the industry continued to identify the same key obstacles to effective operational risk management. Difficulty in collecting sufficient volume of historical data is the prime obstacle, while difficulty in ensuring the quality of the data is also high on their list of obstacles.49
Financial enterprises that want to be leaders in operational risk management first need to consider developing their own internal models. Internal data is one method to understanding risks and convince regulators to lower capital charges. Another is the collective efforts of industry members to lower the overall risk profile of all members through such risk mitigation enterprises as clearing houses, netting and payment systems, depositories and transaction matching protocols and facilities. A final global risk mitigating effort is to collectively implement proposed reference data standards.

In order to make use of the Basel II Advanced Measurement Approaches, financial enterprises will need to define a strategy for loss event data collection and deploy appropriate technology to collect three to five years of such data. Starting with a comprehensive definition of operational risk, lines of business would then be mapped to risk indicators. Thereafter, data quality standards and procedures should be implemented to ensure internal & external data accuracy.

Once the final process and systems are in place financial institutions, individually or collectively, can approach regulators to recalibrate overall capital needs and re-evaluate required levels of operational risk capital.

3.0 Reference Data

The problems of failed transactions due to misrepresented reference and transactional data has been an issue in the securities industry for nearly four decades. Gaining prominence first during the back-office crisis of the late 1960’s, the problem was magnified over the decades by huge increases in volume, the institutionalization of markets, the growth in cross border transactions, the proliferation of new markets, notably options, futures, derivatives and currencies, and the proliferation of cross product trading strategies.

In the aftermath of the market break of 1987 it became evident that markets were interconnected and mitigating systemic risk in the global capital markets became an issue of great importance. In 1989 the prestigious Group of Thirty Report made clear the need to harmonize markets, eliminate delays in the processing cycles for securities, and standardize reference data. Over a decade later this same body repeated this call for standardized reference data and its implications for systemic risk mitigation, describing the fact that poor quality, incomplete, incompatible, or inconsistent reference data can significantly reduce the efficiency and increase the risk of securities processing.

Reference data has not always been appreciated as a fundamental industry-wide problem, perhaps due to the surprising complexity of the issues involved, both from a technical and an operational perspective. Also, organizational impediments, both within financial enterprises and across industry-wide infrastructure entities, have hindered the ability of the financial services industry to implement more robust straight-through-processing systems. The Group of Thirty summarized these issues by stating that while some progress was made during the last decade, the continued absence of comprehensive and
widely adopted reference data standards that meet the needs of all users creates major costs and risks for industry participants.

It was the release of the SIA’s study in 2000 on the impediments to achieving settlement of securities on the day after trade date (referred to as T+1), the original goal set out in the Group of Thirty’s recommendations back in 1989, that resurfaced product specific reference data as a major issue again. At about the same time the September 11th, 2001 terrorist attacks in New York and the corporate scandals of the new millennium focused attention on counterparty and supply chain reference data.

Existing know-your-customer (KYC) rules, new anti-money laundering initiatives, and the Sarbanes-Oxley legislation, all combined to create the necessity for financial enterprises to understand both the specific client and the hierarchy of legal entities one did business with. In the context of the highly automated systems that financial enterprises deploy this meant accurate counterparty and supply chain reference data and their linkage. The risk consequences of faulty reference data was again repeated in the SEC’s 2004 Concept Release on Securities Transaction Settlement and also imbedded as an issue in the 2008 pending implementation of Operational Risk Capital measures required under the Basel II regime.

Today many voices for centralizing and standardizing reference data, and reducing costs and risks, can be heard, at a time when the technology is available at reasonable cost and when the cost savings and risk mitigation are demonstrably significant. Such voices can be heard within financial enterprises themselves, where major projects are underway to centralize various reference databases, and amongst consultants, technology vendors, and outsourcing companies which are promoting consortiums of firms to centralize reference data sourcing, normalization, maintenance, distribution and processing.

3.1 Definition of Reference Data

In the financial industry, reference data has many definitions. One such definition is “a set of descriptive information about financial instruments and the business partners that trade them.” See Table 5. Reference data is the information that enables transactions to be identified and processed by computer. It is intended to provide reliable, uniform information for trading activities. Reference data can include a wide range of information depending on the specific business function and purpose for its use. Reference data includes the fundamental information elements that underlie and define customers, securities and transactions flowing throughout highly automated financial systems. It includes static information such as data on a securities-master file, information on counterparties, data in account-master files, data on customers and clients, and data on dates, currencies and country codes. (McEachern 2001)

Specifically, reference data is the underlying transaction data defining 1) securities and their issuers 2) accounting prices and corporate actions affecting these securities, and 3) corporate customers and/or counterparties, and their trading and delivery instructions.
Table 5 – Categories of Reference Data

1. Numerical codes for trading instruments, such as, ISIN’s, national numbers, proprietary numbers defined by commercial data providers, and cross-reference identifiers
2. Descriptive information on trading instruments including coupon rates, maturities, restrictions, and ex dividends
3. Legal entity identifiers for ownership structures and hierarchies
4. Global sector code identifiers
5. Trade specific information with respect to trading and settlement locations
6. Standing settlement instructions at the level of instruments, funds, and markets
7. Client/counter-party identifiers
8. Asset management information
9. Corporate action data such as acquisitions, mergers, and stock splits.  

The definition for the purpose of this paper more closely aligns with the Group of Thirty’s definition. Reference data uniquely identifies a financial product (security number, symbol, market, etc.), its unique type, terms and conditions (asset class, maturity date, conversion rate, etc.), its manufacturer or supply chain participant (counterparty, dealer, institution, exchange, etc.), its delivery point (delivery, settlement instructions and location), its delivery or inventory price (closing or settlement price) and its currency. Analogous to specifications for manufactured products, reference data also defines the products’ changing specifications (periodic or event driven corporate actions) and seasonal incentives or promotions (dividends, capital distributions and interest payments). Examples of reference data include such basic items as:

- Issue identifier (number schemes-CUSIP (U.S.), SEDOL (U.K.), ISIN (International), RIC Code (Reuters), symbol (exchange specific), exchange or market traded on (MIC), et al)
- Type of security (common stock, preferred stock, corporate bond, municipal bond, option, future, commodity, swap, et al)
- Terms & Conditions (maturity/expiration dates, conversion dates and rates, sinking fund provisions, deliverable equivalents, reset dates, etc.)
- Credit rating, credit history and industry categorization (Moody’s ratings, S&P identifiers and ratings, Fitch ratings, Basel II operational risk reporting categories, SEC identifying data, Dun & Bradstreet identifying data, et al)
- Loss distribution and loss event data
- Corporate customer identification for financial institutions and counterparties to include department, fund, trading entity, agent (Swift BIC codes and their proposed extension to International Business Entity Identifiers –IBEI’s)
- Accounting, valuation and collateral prices and formulas (historical prices, closing prices, time series, volatilities, correlations, factors, etc.)
- Regulatory, taxing jurisdiction and government fee schedules and rates (SEC, FSA, MOFA, BVA, et al), regulatory fees, tax withholding rates, commission rates, etc.
- Corporate actions (stock splits, proxy notifications, mergers, tenders, et al)
- Dividend and interest declarations, capital distributions
- Calendar information (holiday’s, expiration of contract dates, etc.)

It should be pointed out that prices defined as reference data, in this paper, are different then prices which are seen on a stock ticker, or used in the front office for trading
purposes, commonly referred to as market data. (A more encompassing term, Data Management, is being used to describe the management of reference and market data, and an even broader term, Enterprise Data Management, further encompasses the management of transaction and position data). Each exchange or price discovery mechanism, or its associated clearing and settlement facility, publishes many reference prices (closing price, settlement price, last sale price, last quoted price, et al). They also use differing procedures at the end of the trading day to determine the reference price used as the settlement price for valuing portfolios and collateral, and for margin (loan) calculation purposes. Also, reference prices for some non-exchange traded instruments are aggregated and distributed by their dealer associations, others have no central mechanism for aggregation and are either left to individual firms “calling around” to get dealers’ prices, or left to entrepreneurs to build an aggregation and distribution service. Still other financial instruments, which either trade infrequently, or are not expected to trade at all, are priced through formula. Municipal bonds and over-the-counter derivatives are examples, requiring such reference data as credit ratings, historical prices, calendar data, etc., as inputs to these calculations.

Finally, while retail account information (customer number, name, address, country of citizenship, assets/net worth, type of account, various papers/legal documents, et al) is truly reference data it is not the subject of this discussion as it is left to each separate financial organization to define their own numbering systems and codes. These are proprietary to each organization and, thus, do not respond well to industry-wide standards initiatives or other collective activities.

3.2 Reference Data Systems

Reference data systems are at the center of all transactions (see Figure 4), providing critical data about the essential elements of each transaction. They provide accurate, current data to a variety of financial management and trading applications throughout an organization.

Figure 4 – Enterprise Reference Data

<table>
<thead>
<tr>
<th>Front Office</th>
<th>Middle Office</th>
<th>Back Office</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sales,</td>
<td>Credit, Pricing,</td>
<td>Custody, Valuation</td>
</tr>
<tr>
<td>Trading,</td>
<td>Risk Analysis,</td>
<td></td>
</tr>
<tr>
<td>Order Mgmt.,</td>
<td>Regulatory</td>
<td></td>
</tr>
<tr>
<td>&amp; Risk Research</td>
<td>Reporting,</td>
<td>Affirmations,</td>
</tr>
<tr>
<td></td>
<td>Collateral Management</td>
<td>Confirms,</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Resets</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Clearing &amp; Settlement</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Corporate events</td>
</tr>
</tbody>
</table>

********** Reference Data Required **********

Instrument & Calendar
Client & Counterparty
Corporate Actions
Currency
Market
Product Characteristic
Credit Ratings

Instrument & Calendar
Client & Counterparty
Corporate Actions
Accounting data
Formula data
Deal/price data
Settlement prices

Instrument & Calendar
Client & Counterparty
Corporate Actions
Settlement instructions
Delivery Instructions
Valuation prices
Loss & Risk
Reference data systems are defined as information processing systems that perform the following basic functions:

- Collect reference data from a myriad of commercial data providers (e.g. Reuters, Bloomberg, Standards & Poors, ANNA Service Bureau, et al)
- Consolidate provider data into a common model set to standards and a common semantic for all groups using the reference data application(s)
- Proactively cleanse data using rules for the detection of suspect data and the resolution of missing data values
- Coordinate manual intervention, as necessary, to handle exceptions that cannot be automatically processed
- Distribute data internally and externally to information consumers such as traders, portfolio managers, accountants, compliance specialists, and business intelligence analysts

The current state of implementation of reference data systems within financial enterprises is evolving. These systems exist both as newly implemented centralized activities supporting multiple business applications, as described above, and also as separate processing components incorporated within each legacy business application. The present situation of separate business units incorporating duplicate reference data acquisition and processing is slowly giving way to more integrated systems across the enterprise, not only for reference data but for transaction processes aligned with these business units. This is due, in part, to the evolving all electronic order management and trade execution systems and the practice of integrated trading of products with instruments for hedging risk or conversion into other currencies. It is also due to the evolving real-time integration of executed trades within firm-wide financial, risk management and P&L reporting systems.

3.3 Reference Data Costs

It should be noted that while a number of studies cited in this section refer to numbers of people and costs associated with reference data, there is no consistency as to the definition of reference data across all these studies and surveys. Some refer to reference data as exclusive to stocks and bonds and exclude such areas as foreign exchange, futures, options and over-the-counter derivatives. Some only focus on product data, others exclude counterparty data. Some exclude corporate events (aka corporate actions) from its definition of reference data, preferring to confine their definition to static data exclusively. Some describe corporate events in their definition of reference data but include only non-voluntary events. Some definitions include proxy solicitations and the process of periodic event notification of payments of dividends and interest, some don’t. Some include the event notification exclusively, others include the follow-on process whereby customers’ requested options are acted upon and/or payments are deposited into their accounts. Finally, non-identifiable costs, those which are part of operating budgets not identified exclusively as reference data activities, are generally not accounted for. Such costs are imbedded into the workflow and applications of multiple business lines.
and operating departments. In the larger firms, such unidentified imbedded costs are thought to be a significant additional cost component of reference data.

While benefits from straight-through processing and operational efficiency have provided some motivation to improve reference data management, the discretionary nature of these issues has not incited a high enough level of motivation. The force of regulatory compliance, both the Sarbanes-Oxley requirements for identifying clients, business partners and their corporate affiliations, and the Basel II operational capital requirements are driving firms to take a strategic approach to reference data management. The development of securities messaging standards such as ISO 15022 and ISO 20022 are supporting a standardized approach to data of all kinds including reference data. Executives are beginning to realize that significant savings and efficiencies are to be gained by rationalizing data sources between disparate silos of business activities. Firms are looking to implement strategic approaches to leveraging data management across the front, middle and back office functions.

Determining revenues for the reference data “business” can be difficult as it requires carving out revenues from some vendors’ overall activities, and many vendors are private entities. Available data concentrates on the vendors of data and not the original sources of data. Also revenues for the aggregators or data cleansers are not included. As such, available data for the reference data business is incomplete by some magnitude and not to be construed as the spend rate of the financial industry. See Figure 5.

Figure 5 - Summary of Reference Data Surveys’ on Costs, Spending and Revenue

According to A-Team Consulting’s analysis total revenues in the reference data market in 2001 was $545.59 million (£373.69). Of this total FT Interactive Data had 52%, followed by Telekurs Financial with 11% percent, Reuters (including the EJV bond evaluations business) with 10%, Standard & Poor’s with close to 9%, and Bloomberg with 8%. Other data vendors included Exchange Data International (EDI) and Fininfo. A-Team Consulting believes that as a result, the business will grow to a minimum of $687.28million (£487.17 million) by 2005.53

Large firms maintain reference data at an average cost of more than $10 million. (McEachern 2001). On average, 58 full-time-equivalent (FTE) employees are required to maintain reference data, and in 10% of respondents, the figure was more than 200 full-time staff. In the largest of firms, estimates are that 150 applications have separate reference databases. Upwards of 35 separate groups maintain this data, as the sourcing and processing of reference data is most commonly done on an individual product basis.54 Over a quarter of companies surveyed have over 50 staff involved day-to-day in reference data.55 In 64% of global financial institutions 1-10 people are employed in data management, in 7% 100+ are employed.56

One report by Celent estimated the cost of supporting reference data technology, just in one aspect of the process, corporate actions, was projected to reach $830 million over the five year period 2003 – 2007. The report projected that asset managers will spend $225 million - $125 million on third-party solutions and $100 million on in-house development. Custodians are expected to spend $300 million - $60 million on third-party solutions and $240 million on in-house development. Lastly, the report shows that broker/dealers will spend $304 million - $160 million of that on third-party providers and $144 million on in-house development.57 Further, some of the largest custodian banks employee over 500 people in corporate action processing alone.58 That’s $50 million in costs at a $100,000 per employee fully loaded cost (salary, benefits, facility space, work station equipment and services per employee).

According to Reuter’s the enterprise information products group grew by more than 50% in 2003. Further, within Reuter’s enterprise client segment its reference data and pricing group accounted for £24 million of revenues in 2003. Goldman Sachs acknowledged enterprise data as a potential growth business. “The big competitor here is IDC (Interactive Data Corp., parent of FT Interactive Data) with over $300 million of end-of-day pricing revenues, or seven times larger than Reuters.”59
Consulting and outsourcing firm Accenture estimates that large firms can spend as much as $100 million annually on reference data activities. At a recent conference the financial industry analyst for information industry researcher Outsell, Inc. estimated that it costs Tier 1 firms between $200 million - $400 million to support and manage reference data and the associated losses resulting from faulty reference data. Also, it was estimated that $12 billion is spent in this area globally.

3.4 Reference Data Standards

The progress in automation that proceeded from the personal computer revolution provided the impetus for the electronic exchange of trading data between counterparties. Previously it had primarily been done through telephone and fax. From the creation of spreadsheets came the availability of portfolio trades to be downloaded to other spreadsheets for entry into trading systems. For the first time clients extracted data from their own reference data bases and spreadsheets and attempted to communicate directly with other electronic systems. Prior to this, clients were given access to a trading counterparties own system via a direct link. Standard data formats for clients to communicate with multiple counterparties became paramount for validation of the transaction and the need to assure common reference data. The outcome was a rush to standards for structuring data formats. Competing groups arose, across the entire spectrum of supply chain, product and transaction life cycle events, prompting a New York conference to present the competing organizations visions and data structures.

Born in that era was the FIX, ISITC (International Securities Association for Institutional Trade Communication) and SWIFT security message formats which have today, in the main, also been translated into internet based protocol structures.

Given the global requirement to allow financial transactions created from disparate systems to meet with one-another in order to match up on critical data elements, the industry is attacking the reference data problem by creating global standards of data transport and content. A leader in standards, the Association of 60+ National Numbering Agencies (“ANNA”) in 2002 authorized Standard & Poor’s and Telekurs to develop and manage the “ANNA Service Bureau.” The Service Bureau is tasked with improving all aspects of the timely, accurate and standardized identification of financial instruments and operates as a central hub to receive and consolidate International Securities Identification Numbers (ISIN’s) from ANNA members and partners. ISIN securities identifiers combine a country code with the local national security identifiers (in the US, it is combined with the CUSIP number) for engaging in cross-border transactions.

Another leader in providing solutions has been the Belgium-based industry-led SWIFT organization, which went live with a standard messaging format, ISO (International Standards Organization) 15022, in November 2002. The ISO 15022 system enables financial institutions to construct and send messages about securities and corporate actions in a standardized, automated form and has become the de facto messaging standard for communicating securities and corporate-actions events and entitlements. SWIFT, in conjunction with the ISO’s Working Group 11, is redefining the 15022 standard to incorporate the existing FIX Protocol, the FISD’s MDDL (Market Data
Delivery Language) schema (and its recent work incorporating corporate action data into the MDDL schema), into an all encompassing XML (Extensible Markup Language) schema. This standard is known as the 20022 message standard. Even the insurance industry is weighing in, supporting new standards for their variable annuity products which have underlying capital market products associated with them.63

Essential to processing efficiency and inter-operability is an open, standards-based data architecture for each product category to enable translation of content between systems. (Levin, 2004). Here, there is much activity around transport schemas, the main ones are the equity and fixed income FIX and FIXML schemas for defining messages and their content between broker/dealers and investment managers, the ISITC schema for messages between investment managers, broker/dealers and custodians, the FpML schema for derivatives, and the 15022 and 20022 schemas from SWIFT.

XML is an evolving, self describing content format for financial transactions. The reference data requirements for equities and fixed income securities and other instruments, such as derivatives, futures, commodities, and options, are also being addressed through incorporation into existing standards and through the establishment of standards within the XML protocol. The embrace of XML by so many trade associations, industry working groups, major financial institutions and global standards organizations suggest that a critical mass is being built in both its adoption and in its use.

XML is also an Internet based messaging standard that provides for programs written in different languages running on different platforms to communicate with each other. Using this language it becomes practicable, for example, for mainframe applications to communicate with web based services. Combined in a unique way with content enabled network routers, the technology is now in place to route reference data between a central core utility and multiple disparate financial enterprises. Reference data thus presented in standard XML format can now be entered into application portfolios through the prevalent middle-ware messaging software (MQ series, Tibco, et al) now common place within all of the largest financial enterprises.

Finally, XML is a way of representing data so that its content is discernable within the message or transport layer. Unlike earlier standards that primarily transported data, this standard imbeds the data’s intent, or content, and structure into the message through the use of tags. A typical XML message describing a traded date and its comparison to other descriptive languages is shown in Figure 6.

**Figure 6 - Schema Representations**

<table>
<thead>
<tr>
<th>(September 20, 2001 Trade date)</th>
</tr>
</thead>
<tbody>
<tr>
<td>XML Data Transport Example (FIXML):</td>
</tr>
<tr>
<td>Traditional Data Transport Examples:</td>
</tr>
<tr>
<td>Unstructured</td>
</tr>
<tr>
<td>SWIFT 15022 syntax</td>
</tr>
<tr>
<td>Regular FIX</td>
</tr>
</tbody>
</table>
Standards for the content of a financial transaction will lead to sharing of reference data across the enterprise and potentially on an industry-wide basis. The establishment of such standards, ultimately to be referred to the International Standards Organization for adoption, has recently been centralized within two industry wide committee structures, The Reference Data Users Group and ISITC, an ad-hoc assemblage of financial firms, vendors, custodians and others, and the SIIA’s FISD division, a trade association that represents securities firms, exchanges and data vendors. These initiatives were taken after a call from the Group of 30 which, as previously noted, identified the lack of reference data standards as a major impediment to STP and ultimately to a global T+1 settlement process. Their immediate goal is to 1) rationalize the multiple security numbering systems (CUSIP, Sedol, ISIN, et al) through the establishment of the Unique Instrument Identifier (UII), see Figure 7, 2) to establish uniform counterparty and supply chain identifiers, known as the International Business Entity Identifiers (for all businesses that are either regulated or on which due diligence is necessary), and to establish standards for settlement instructions, known as the Standard Settlement Instruction (SSI), see Figure 8, and 3) to confirm a broadened, internationally compatible list of CFI (Classification of Financial Instruments) codes for security types, foreign currencies, etc., see Figure 9.

What is driving these global standards initiatives is a heightened recognition of the risks of global interactions amongst financial institutions, the relative success of standards initiatives at a country or product level, and a drive to move financial transactions closer to a real time payment mechanism, in keeping with the increasingly real time nature of the underlying transactions themselves. Its objective is to create a seamless electronic passageway of capital market transactions amongst global financial institutions, that being the straight-through-processing vision. The focus is on removing the settlement risk inherent in waiting, for example three days, in the case of US securities, and overnight in the case of foreign currency transactions, between when a financial instrument or contract is bought or sold and when it is paid for and/or ownership transferred.

**Figure 7 - Unifying Instrument Identification**

<table>
<thead>
<tr>
<th>Same Ticker Symbol/Different Securities NOL is the ticker symbol at the:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Toronto Stock Exchange for NQL Energy Services Inc. Class A</td>
</tr>
<tr>
<td>American Stock Exchange for TIERS Principal-Protected Trust Certificates, Series Nasdaq 2002-6</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Same Ticker Symbol/Different Description DCX is described by:</th>
</tr>
</thead>
<tbody>
<tr>
<td>New York Stock Exchange as DaimlerChrysler AG</td>
</tr>
<tr>
<td>Merrill Lynch as DaimlerChrysler AG ORD SHS</td>
</tr>
<tr>
<td>London stock Exchange as DaimlerChrysler AG ORD NPV(REGD)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Same Company Security/ Multiple Listings HSBC Holdings PLC ORD USD .50</th>
</tr>
</thead>
<tbody>
<tr>
<td>Domicile of Listing</td>
</tr>
<tr>
<td>London</td>
</tr>
<tr>
<td>London</td>
</tr>
<tr>
<td>Euronext – Paris</td>
</tr>
<tr>
<td>Deutsche Borse – Frankfurt</td>
</tr>
</tbody>
</table>
Figure 8 - Counterparty, Organizational Hierarchy, Settlement Venue

Figure 9 - Examples of Classification Codes

<table>
<thead>
<tr>
<th>Equities E</th>
<th>Preferred Shares P:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Common Shares S</td>
<td>Voting Rights: V</td>
</tr>
<tr>
<td>Common Shares Series S</td>
<td>Redeemable: R</td>
</tr>
<tr>
<td>Common Shares Class L</td>
<td></td>
</tr>
<tr>
<td>Common Units N</td>
<td></td>
</tr>
<tr>
<td>Capital Shares T</td>
<td></td>
</tr>
<tr>
<td>Installment Receipts I</td>
<td></td>
</tr>
<tr>
<td>Preferred Shares P:</td>
<td>Preferred Type: R</td>
</tr>
<tr>
<td>Convertible C</td>
<td>Voting Rights: V</td>
</tr>
<tr>
<td>Conv. Pfd W</td>
<td>Redeemable: R</td>
</tr>
<tr>
<td>Preference E</td>
<td></td>
</tr>
<tr>
<td>Conv. Preference V</td>
<td>Redeemable Extd: A</td>
</tr>
<tr>
<td>Depository Pfd Y</td>
<td>Redeemable Extd: B</td>
</tr>
<tr>
<td>Trust Preferred J</td>
<td>Exchangeable: C</td>
</tr>
<tr>
<td>Options Equities Futures</td>
<td></td>
</tr>
<tr>
<td>Govt Debt OTC Deriv</td>
<td></td>
</tr>
<tr>
<td>Prime Broker</td>
<td></td>
</tr>
<tr>
<td>US Equities</td>
<td></td>
</tr>
<tr>
<td>Foreign Ex</td>
<td></td>
</tr>
<tr>
<td>Govt. Sec</td>
<td></td>
</tr>
<tr>
<td>US</td>
<td></td>
</tr>
<tr>
<td>UK</td>
<td></td>
</tr>
<tr>
<td>HK</td>
<td></td>
</tr>
<tr>
<td>EU</td>
<td></td>
</tr>
<tr>
<td>JP</td>
<td></td>
</tr>
</tbody>
</table>
4.0 Operational Risk & Reference Data

Tower Group estimated that 40% of the data elements found in a post execution trade record (for equities and fixed income securities) are obtained from static reference databases. Our own analysis for all types of financial transactions, both pre & post trade, and across all product types, both traded on organized exchanges as well as in over-the-counter dealer markets, suggest that it is nearer 70%. See Figure 10 below.

Figure 10 - Composite Financial Transaction Information Content

<table>
<thead>
<tr>
<th>Transaction Reference</th>
<th>Account Identification</th>
<th>Acting-in-capacity code</th>
</tr>
</thead>
<tbody>
<tr>
<td>Buy/Sell Indicator</td>
<td>Security Identifier/Contract/Series/Currency Pair/Collective Investment</td>
<td>Market/Place of Domicile Identifier</td>
</tr>
<tr>
<td>No. of Shares/Notional/Par Value</td>
<td>Currency code</td>
<td>Price/Rate/Factor</td>
</tr>
<tr>
<td>Principal Amount</td>
<td>Commission Amount</td>
<td>Regulatory Fees/Taxes</td>
</tr>
<tr>
<td>Trade Date/Settlement Date</td>
<td>Expiry/Maturity/Reset Date</td>
<td>Broker/Dealer/Inter-dealer</td>
</tr>
<tr>
<td>Floor Agent/Give-up Agent/Trading Desk</td>
<td>Investment Manager/Trading Adviser</td>
<td>Custody/Clearing Agent/Prime Broker</td>
</tr>
<tr>
<td>Settling Account</td>
<td>Settling/Collateral Depot</td>
<td>Place of Settlement/Delivery</td>
</tr>
</tbody>
</table>

Reference data / transaction specific data

Pervasive quality problems with reference data affect the successful outcomes of back office operations intended to streamline trade processing and increase trading efficiency. According to Tower Group, for those firms that have automated trade processing, reference data quality problems cause more than 45% of all trade exceptions. A related study sponsored by Reuters, Tower Group and Capco notes that, on average, 30% of trades fail to settle due to erroneous reference data (Lazarus, 2002).
Challenges facing reference data systems include the lack of automation, data sitting across different silos across the trade life cycle and lack of standards. Each of these is a major cause of trade failures. Other discrepancies result from manual entry, redundant storage and inconsistent business rules across an organization. Different departments across an organization often enter the same information separately into various repositories, creating an opportunity for error and discrepancy. In the same survey conducted by Reuters, Tower Group and Capco, 79 percent of respondents agreed that inconsistent, inaccurate and incomplete reference data is the major cause of transaction failures. 33% of those respondents reported using very little automatic or no automatic updates to instrument or client-reference data. (McEachern, 2001)

A Tabb/Omgeo survey population responded that fail rates are 2.3% for domestic equity trades, 3.5% for domestic fixed income trades, and 6.4% and 7.2% for foreign equity and fixed income trades, respectively. Electronic trading and industry efficiency initiatives have helped the industry lower these rates. Firms report that their fail positions have improved moderately over the past two years. Add to this the repair costs for fixing trade failures and adjustments for risk exposure and it becomes obvious how costly faulty reference data can be to a firm. See Figure 11. The Reference Data User Group (RDUG) reports that, based on SWIFT’s 2002 estimates, the cost to fix a trade at order entry time averages US$6 per exception, and that fixing trades in the later stages of trade settlement costs on average US$50 per incident. RDUG further stated that SWIFT estimated the cost to the global financial industry of the lack of STP was $12 billion in 2002. In addition to these costs, incorrect investment decisions based upon erroneous data are equally damaging to the firm’s overall reputation and client trustworthiness.

The risk to firms’ front offices from sub-optimal trading decisions due to faulty corporate actions is estimated to be €1.6 billion – €8 billion per year globally. Available data on the European fund management industry indicates that firms in Europe incur total actual costs in the region of €65m – €140m per year from losses due to faulty reference data. This would imply an annual loss of €300m – €700m to the fund management industry worldwide.

Reference data is becoming an important factor in financial institutions’ operational strategies. Reference data has been identified by the Securities Industry Association as one of the 10 building blocks important for the move toward compliance and operational effectiveness. As the importance of reference data, both in its maintenance and automation becomes more apparent, firms will need to find new ways to improve the handling of reference data. (McEachern, 2001)
At risk in the US securities markets over three days of settlement, as reported by DTC in 1999, is $375 billion, approximately $125 billion each day in settlement value. Reduction from the current T+3 to T+1 would reduce the settlement value at risk by $250 billion. A further reduction of $250 billion at risk was projected in 2004 based upon a 33% growth rate to a total of $750 billion of settlement value at risk in a T+3 environment. However, as the SIA points out the reduction of risk in moving from T+3 to T+1 is not linear and is best calculated on a Value-at-Risk approach yielding an approximate 42% reduction, not the linear 67% (2/3) reduction. In 2004, DTCC reported that it actually cleared and settled a daily average of $4.5 trillion in securities value.

About 5% of trades fail or are “dropped” at the end of the day, 20,000 from the NSCC’s Continuous Net Settlement (CNS) system and 15,000 from non-CNS deliveries for a total of about 35,000 for a typical day’s (2001) 700,000 trades. This doesn’t include “fails to deliver” that aren’t even introduced into the system, which would make the fail rate higher. Fails create significant risks for the industry. When a fail occurs, the delivering institution is short of funds (although a firm can lend the securities it has and replenish them in normal market circumstances). Both the deliverer and the receiver have security positions that are not what was expected. Although a fail does not create a credit, counterparty or principal risk, it does create a liquidity risk for the deliverer and institutional trades that fail create position risk for both deliverer and receiver. Most fails occur because positions are not available; that is, the deliverer does not have free inventory. Stock lending can, of course, overcome this, as long as the stock is available quickly enough. When, as is usually the case, the lender receives sufficient cash collateral from the borrower, the credit risks associated with stock lending are small compared with the benefit of eliminating settlement fails.

Reclaims are also a risk, similar to failed transactions. Today, there are about 10,000 reclaims with a value of $7 billion to $10 billion on an average day, of which about $5 billion to $6 billion is for money market instrument deliveries and the balance is mostly for primary deliveries of securities loans and returns, and deliver orders. Nearly 90% of these originate through delivery versus payment transactions. However, while the dollar values of reclaims are not that large about $300 billion of securities are reclaimable. Of the total value of settlements at DTCC, about $750 billion on a typical day, about 40% could be reclaimed, and about 1% actually are. Reclaims eliminate the risk to a receiver of taking delivery of a security that it does not want. However, this is a risk the receiver could eliminate beforehand by authorizing the trade, actively or passively. And, in the course of a reclaim, risks are created for the deliverer and the system as a whole. For a deliverer, the risks created by the possibility of a reclaim are similar to the risks created by a fail — liquidity and position risks. There is no position risk for CNS participants when a trade fails because NSCC extends to them all of the legal rights and privileges they would have had with completion, even when their account at DTC is not credited.

The total number of reclaims is about twice this, with the remaining 10,000 or so being due to payment orders — the movement of cash without any corresponding delivery of securities across DTCC’s books. These reclaims are unimportant for inventory management — there is no inventory movement associated with them — but they are very important potentially for risk management, because many of them are associated with making margin payments. Therefore, they add to the overall risks of settlement; on any given settlement day there is the risk that any of the trades due to settle that day may fail, as well as the risk that any of the reclaim-eligible trades made the previous day may be reclaimed. If a participant failed and a trade it delivered the preceding day was subsequently reclaimed, DTCC might have to buy the securities back from the receiver — because DTCC does guarantee the receiver’s right to reclaim — and then sell them into the market. DTCC would face market risk, which it would offset with any available collateral from the failed participant. Nevertheless, there is residual market risk for the system as a whole. And, once again, because the risk of reclaim refers to trades settled yesterday, this is additional to any risk DTCC might face from settlements due today.

The SIA’s Institutional Transaction Processing Committee (ITPC) in 2001 forecast trade confirm volumes in the United States increasing by 25% a year for the next five years from 700,000 in 2001 to over one million deliveries a day at DTCC by 2005. Late-cycle intervention as the primary method of inventory management will become increasingly problematic going forward. If the ITPC volume projections are correct and the rate of exemptions remained the same, the number of late-cycle interventions would rise to about 200,000 a day in 2005. Under T+1, with less time to handle the problems represented by this volume of exemptions in a T+1 environment, it is likely that the costs of managing this substantial number of exception transactions would rise and the number of fails would increase sharply, over and above what would otherwise be expected, if nothing were done to improve inventory management. Reclaims, left unattended, would also likely increase. Again, if they increased in number and volume in line with the ITPC volume forecasts, they would rise from approximately 20,000 items and a total value of $9 billion in 2001 to about 65,000 in 2005 with a value of about $30 billion.

Also, at risk of failure to settle is a daily average of 41,000 non-affirmed trades (12% of total) and 70,000 awaiting confirmation (20% of total), on a total of 350,000 institutional trades per day. Also, 99% of broker-to-broker trades are locked-in upon execution for equity trades. A global financial enterprise estimated in 1999 that $52 billion of transaction value (daily trading value of $15 billion held for an average of 3.5 days) between trade and settlement date, resulted in a net Value-at-Risk of $6 billion at normal maximum volatility.

Corporate Actions across the markets are the major source of financial losses attributable to operational failure. DTCC in 2002 processed $1.9 trillion of corporate actions including reorganization, redemption, dividend and interest payments. Industry sources attribute 10% of the annual cost of processing corporate actions to “write-off” funds reserved for losses.
Figure 12 - Quantifying Transaction Risk (continued)

The Federal Reserve Bank of New York recently began reporting on dealer fails covering transactions in U.S. Treasury securities, agency debt securities, mortgage backed securities, and corporate debt securities. The Federal Reserve reports that dealer delivery fails averaged $3.8 billion per day between mid-1990 and September 5, 2001, but was as much as $190 billion per day after the September 11 attacks and up to $232 billion per day in the summer of 2003. The data show that settlement fails are not unusual. For example, fails to deliver involving Treasury securities occurred in every week between July 4, 1990, and December 29, 2004, and averaged $10.7 billion per day over this period. Fails to receive averaged $12.0 billion per day over this same period. Fails to deliver and fails to receive are highly correlated over time, with a correlation coefficient of 0.997. The Federal Reserve reports that one of the persistent causes of fails amongst dealers is due to miscommunication or operational problems caused by recording incorrect details of the trade.

5.0 Basel II & Reference Data

The Basel Committee on Banking Supervision recognized that beyond the rare occurrences of disasters and improper trading, data processing and transaction work flow errors are the major risk factor for large financial institutions. Basel II’s operational risk regime requires banks to identify business environment and internal control risk factors that can impact the bank’s operational risk profile. The Basel II regime also promotes the development of standard, centralized operational risk databases, assuming consistent definitions and categorizations. (Green, Grody, 2004). Basel II specifically relates transactional reference data maintenance as a key risk driver within the Execution, Delivery & Process Management operational risk Event Type. It can be further observed that throughout this loss event type (see Table 3) reference data can be, and often is a component, if not the sole reason for losses represented in this category.

To help institutions expand existing risk oversight policies and processes, the Basel Committee has defined risk management principles for electronic banking, some of which directly relate to the issue of reference data in electronic banking activities. The Basel Committee requires assurances that information in-transit or in storage is correct and unaltered and that appropriate measures are in place to protect the data integrity of electronic banking transactions, records and information. Banks are further required to ensure the accuracy, completeness and reliability of electronic financial transactions, records and information transmitted over networks, resident on internal databases, and transmitted or stored by third-party service providers.

In an environment characterized by the speed of technological change and rapidly evolving service innovation, the Basel Committee has determined that overly detailed and relatively static risk management mandates are counter-productive in achieving financial enterprise business success through good risk management practices. This is especially true as organizational structures change to meet the challenges of acquiring other’s or themselves being acquired, or melded through mergers, or through divestitures of certain business components. Therefore, the Basel principles as proposed are not intended as absolute requirements but rather supervisory expectations and guidance for promoting sound business practices. The Basel Committee has also acknowledged that individual bank risk profiles are different owing to differing business undertakings, different market segments pursued differently over diverse or narrow geographies, different business mix, and varying growth and divestiture strategies. Thus, by supporting a customized risk
mitigation approach appropriate to each bank’s unique needs, Basel acknowledges that a one-size-fits-all approach is not appropriate.\textsuperscript{85}

Reference data systems will be a significant factor in meeting the operational risk and capital allocation regulatory standards imposed by Basel II.\textsuperscript{86} In 2004, Accenture, Mercer Oliver Wyman and SAP commissioned FT Research to conduct a research study into how banks are approaching the implementation of Basel II. The study focused on the leading global banks with half of the top 200 interviewed.\textsuperscript{87} The majority of the banks said they see significant benefits from Basel II, especially in improved capital allocation and better risk-based pricing. In terms of expectations of their operational risk developments, 41% of European banks expect major benefits from reduced operational losses. Banks in regions outside of Europe felt that benefits were more related to capital modeling, data quality, reporting, etc. than their ability to mitigate risks more efficiently.\textsuperscript{88} There is significant work/cost in building the information technology infrastructure required for upfront data capture, storage, processing, analytics and reporting. Many respondents see this as the largest implementation challenge faced by their Basel II programs. Clearly, the most advanced approaches under Basel, e.g., AMA, will heavily depend on data.\textsuperscript{89}

First, larger volumes of data will be needed; more than most banks currently capture, e.g., historical losses and risk exposures. Moreover, the data needs to be of significantly higher quality, with greater consistency, auditability, and transparency than before.\textsuperscript{90} These changes demand adoption of a common reference base, sharing and reconciliation of information not only within a bank’s finance and risk management functions, but also within the entire industry.\textsuperscript{91}

According to the survey, 70% of banks in the US, Canada, Australia and Asia are aiming to centralize data management, acknowledging the challenges of managing all this data. Many banks have realized that independent, departmental and uncoordinated data storage systems are not sustainable in the Basel II era.\textsuperscript{92} A fully centralized data management approach, via a utility for example, provides several benefits to the participants such as: cost reduction, buying group leverage, incentives to further collaborate on common issues, increased accessibility, etc.\textsuperscript{93} However, a substantial number of banks surveyed remain uncertain over budgets, lack of confidence in risk-management frameworks and economic capital systems, and insufficient progress in implementation of risk measurement tools.\textsuperscript{94}

Any reluctance by banks to invest in reference data system improvements should change as regulatory compliance deadlines approach. Thus the potential ramifications from regulatory noncompliance should move data management on to senior management’s agendas including the board and director level.\textsuperscript{95} Lessening regulatory capital will tip the scale toward increasing the return on investment for reference data systems projects. Banks will leverage the need to meet regulatory obligations into real reductions of loss events, improving process efficiency and preventing business disruptions.\textsuperscript{96}
Banks focused on controlling total cost of ownership and increasing return on investment from technology projects will use effective investing to not only satisfy the Basel II requirements, but also drive lower capital requirements. Regulatory capital arbitrage will become possible by reducing levels of risk and receiving corresponding reductions in capital requirements. (Matten 2000) These banks will need to make use of Basel’s Advanced Measurement Approaches to build convincing cases regarding reference data’s unique impact, the effectiveness of improvements to mitigate that impact and eventually receive permission to lower capital reserves. By improving operational efficiency, reducing errors, streamlining processes and increasing transparency, banks will work within the Basel II framework to justify risk and capital reductions. A major contributor to such improvements is the willingness to focus on reference data issues that have long impacted the effectiveness of information technology to significantly reduce errors and risk, and thus reduce general expenses and the amount of capital to be set aside for operational risk.

6.0 Mitigating Operational Risk

Firms looking to mitigate risks associated with operations need to consider the level of effort and resources required versus the benefits. Mitigation efforts should be focused on the highest risks rather than applied across the board. (Green, Grody, 2004). A firm should have the ability to provide critical business processes at high levels of performance and protect employees, assets, services and functions, while continuing operations under a wide range of potentially destabilizing situations. (Herrod, 2004)

Financial service firms must incorporate early warning detectors such as key risk indicators, loss data collection efforts and performance analytics into their risk mitigation approaches. Tools supporting operational excellence include straight-through processing systems, electronic confirmation matching, collateral management systems and automated exception management processes.97

Top priorities that firms should focus on include: data spend with external providers, understanding the total cost of data maintenance, the total complement of personnel and their salary and benefit costs, overall costs for facilities, technology costs, work station electronics and communications, utilities, etc. It is also important for firms to manage counterparty transaction risk, credit limits of trading partners, and valuation prices and their exceptions. While cost savings are important, firms should also be investing in data management systems improvements and continual staff training. The firm should understand the value chain of data, establish standards and best practices and, when warranted, use outsourcing resources intelligently.98 In this later regard a recent survey by research firm A-team found that 95% of respondents would consider outsourcing aspects of reference data management.99

6.1 Process, Systems and Organizational Improvement

Systems automation, regulation and data standards are a large component of the evolution of today’s global financial markets. Regulatory requirements, risk management and opportunities to mitigate risk and lower costs are focusing the attention of executives on
the issue of data management. The operations of large financial enterprises increasingly depend on quality data, timely delivery and highly skilled personnel focused on analysis and exception processing. Firms will increasingly focus on their core business services and expect the front, back and middle offices to operate as an integrated, flexible utility. (Lazarus, 2002)

The trading lifecycle relies on the accuracy, consistency, and completeness of reference data. A trade involves a combination of reference data each of which varies trade by trade. It is rare that reference data, even data about the same instrument, comes from only a single source and redundant information is the norm. Different applications often use disparate and conflicting views into the data that is collected, consolidated, cleansed, and distributed by the reference data system. The challenge of managing reference data is often broader in scope, more mission-critical in nature, and more susceptible to changing requirements than perhaps any other system deployed in a financial organization.

Some industry commentators recommend creating an independent staff to maintain reference data across the enterprise. (McEachern, 2001) It is anticipated that forming an independent department to oversee the reference-data function could reduce the costs significantly. Key to this concept is to centralize the administration of the information in an independent department and build the bridges between the centralized administrative role and the applications that require the data. In other words a command and control center for reference data to manage the flow to the applications. (McEachern, 2001)

A centralized repository streamlines management of data and leverages its benefit to the distributed organization. However, others believe centralization can lose individuality & flexibility of information. A decentralized repository helps to deal with data quality, corruption, correctness, completeness, exception processes and flexibility by keeping it at the local business unit level where the knowledge of the information content resides. Alternatively, data analysts can be deployed at the central repository level in much the same manner as is common when stock research analysts are centralized.

Firms are investigating hub and spoke methodologies for combining centralized and decentralized concepts. The key is defining the core purpose and function of the hub to work with the decentralized spokes. Centralized data management strategies are attempting to leverage such investments, not only to provide risk management for their own organization, but as a foundation to new business lines and revenue generators, providing outsourced services to other financial institutions.

The technology platforms have also undergone rigorous analysis and debate as to the merits of centralization versus distributed storage. At a recent conference on reference data sponsored by the research consultancy Financial Insights, a number of architectures for obtaining, maintaining and distributing reference data were described. Its main point was the separation of the data architecture into two components, the Enterprise & the Application Data Management layers.
Within these two layers three storage techniques were proposed (see Figure 12), 1) a centralized data warehouse, 2) a decentralized storage at the source of acquisition but with a centralized abstraction (or metadata) warehouse, and, 3) a decentralized storage at the source of usage, recognizing this is the historical approach with much synchronization issues still to be resolved.  

Managerial focus has been on trade processing and settlement functions at firms, traditionally business line oriented processes, while the automation and maintenance of reference data has not been equally addressed. Although reference data is a critical issue it has been difficult to create a business case for reference data projects. Part of the reason is the shear size and number of systems, data sources, and work flow processes that cut across all organizational lines that make it a difficult problem to solve. Reference data systems need to manage millions of bits of information; operate in a real-time processing environment with near zero latency; and provide flexibility and extensibility. Processing reference data includes the automation of acquiring data from its sources, including commercial data vendors, and the automation of distributing to other applications that require it. (McEachern 2001)

**Figure 13 - Data Architecture & Management Layers**

In a recent A-Team/Reuters study, all respondents with a reference data strategy in place said the strategy was, at a minimum, coordinated at regional levels; not one said that data was managed at the individual department level. 63% of firms have a centralized management structure for reference data through the global enterprise. Specifically, 65% of firms surveyed had implemented an internal centralized infrastructure across multiple disparate systems, while 23% had implemented external data integration software across most or some business areas. 9% said they currently had no centralized means of consolidating data from their multiple systems. Duplication of data sourcing was
considered an essential in order to ensure data quality, with 77% of respondents giving the reason of ensuring full coverage for duplication, 75% for validation and 60% for backup (which may become increasingly important as the support for front-office functions increases). One manager at a custodian said, “We have a rule of three sources minimum based on our ‘majority rules’ concept: If two out of three prices match or are close, we feel secure with the validity of that price.” 107

Data management, or enterprise data systems, in general, are being promoted for a variety of purposes. Ease in establishing a new tradable instrument or counterparty, better exception handling, improved data cleansing, more timely reconciliations, event reporting and workflow management are the primary purpose for many data management systems.108 The foundation to an advanced reference data system, a component of data management systems, is devising a means to aggregate and reconcile reference data to create a clean copy of the data (now commonly referred to as a “golden copy”) and the ability to deliver clean data to the internal business applications and the customer-facing functions that require it. (McEachern 2001) An enterprise reference data management system requires transaction data, valuation information, static data, loss data and operational data to be aggregated from multiple internal and external data sources. (Levin, 2004) Part of the solution is defining best practices on cross-referencing sources and tables to ensure accuracy and completeness. Issues such as obtaining correct data, creation of intelligent exception processing programs, identification of errors and exceptions needing further analysis, and continual scrubbing as new sources of data are obtained are important to a successful reference data system. Some firms attempt to minimize the need for cross referencing by in-taking all data from only one source and defining the security master just for data cross referencing.109

6.2 Risk Mitigation & Insurance

Insuring against operational losses can be an effective form of risk mitigation. By changing the amount of gross losses suffered, insurance should be able to reduce the amount of capital allocated. Accordingly the Basel Committee has stated that banks may be allowed to reduce their capital allocations for operational risk by as much as 20% through the use of insurance. However, insurance coverage does not guarantee a dollar for dollar reduction in capital requirements. Regulators will determine the impact of insurance on capital requirements using a process of both qualitative and quantitative judgment. Regulators will first consider issues concerning the rating of the insurance provider and the terms of the insurance contract. After this, regulators will take into account the treatment of residual risks such as payment uncertainty, payment delays and counterparty risks, which are inherent in using insurance coverage. (Brandts, 2004)

Regulators consider formal requirements such as the legal status of the insurer, rating evaluations and policy terms to first judge the effectiveness of insurance coverage against operational risk. Attention is focused on how well loss events are explicitly mapped to coverage within a policy and whether the documentation and disclosure will satisfactorily cover a loss event occurrence.
Regulators will also be concerned with the residual risks that arise from imperfections in the insurance process, being insured against loss does not guarantee that that a full and complete payment will be issued upon a claim. Insurance compensation is subject to a multitude of limitations and exceptions. Payment uncertainty presents the risk of a mismatch in the actual risk exposure to the amount of coverage and the potential for incomplete compensation claims. The insurer may not always compensate the full amount of a loss due to prerequisites or arrangements in the contract. Short pays may also occur from the inability to verify the true loss amount and litigation can get in the way of realizing the complete payment of a filed claim. Evidence has shown that only 80% of claims receive payment. On average, those claims only receive 73% of the loss amount. Payment delay is another residual risk resulting in the potential for additional losses that may require financial enterprises to allocate a larger amount of capital over an uncertain period of time. In the case of very large losses, the verification period may last up to several years negating the protective capital impact of insurance. Finally, counterparty risk exists due to the potential for an insurer to experience liquidity problems, potentially default and ultimately make no payment. (Brandts, 2004)

The risk mitigating impact of insurance should be calculated within the boundaries of these considerations. For example, a first approach would calculate the risk reduction by evaluating the premium coverage and limitations. This approach should be used for those firms using the basic indicator, standardized approach or other operational risk models that are not based on actual data. The drawback to this methodology is that the calculation can miss overlaps or gaps in coverage or incorrectly approximate the nature of the true risk reduction. (Brandts, 2004)

For those banks using an advanced measurement approach simulating actual losses is a more appropriate approach to valuing the risk reduction effect of insurance. This method should consider both the formal considerations and the residual risk considerations. The process consists of mapping loss event types to insurance policies, running Monte Carlo simulations for gross loss history, applying the insurance policies on individual gross losses for each sample, incorporating the impact of residual risk and aggregating the resulting net losses and capital calculation. (Brandts, 2004) In addition to the mappings and the application of insurance policies to loss events, residual risk concerns play a prominent role in the risk reduction valuation. Insurance contracts differ not just on event types covered but on the terms of their coverage conditions, deductibles, maximum caps, aggregate losses over any time period and terms of individual compensation, thus creating gaps between risk exposure and the insurance coverage. (Brandts, 2004)

6.3 Risk Mitigation and Outsourcing

Companies are trying to find ways to manage cost better and looking for unique value propositions that they themselves are not capable of providing. A growing trend in the industry is for financial enterprises to focus strategically on core competencies and rely on external parties specializing in activities outside their expertise. Firms can enjoy significant, virtually immediate, improvements in their cost structures through
outsourcing to experienced, efficient service providers. Outsourcing can deliver other benefits such as improved capital treatment and front end marketing improvements.\textsuperscript{110}

Celent in a 2003 survey commissioned by Iverson, reports that nearly 1/3 of surveyed firms would consider outsourcing of reference data activities.\textsuperscript{111} However, in another study only 3\% of respondents said they had outsourced their data management function to a third party. One of the inhibiting factors preventing outsourcing is the risk element. As one respondent said: “Who pays if they get it wrong?” Issues of insurance and service level agreements are essential here.\textsuperscript{112}

A-Team, in a 2005 survey commissioned by Sungard, finds attitudes toward outsourcing significantly changing. 95\% of survey respondents reported that they would consider outsourcing reference data activities. In this same survey nearly 90\% of respondents described risk as the overwhelming barrier to outsourcing. This naturally brought up the question of liability and indemnity for faulty reference data, with this question posed by a respondent summing up the issue “Someone will be taking care of data provisioning...No one, presumably, would insure against the accuracy of the data...” “What would happen if a security is mis-priced and there’s an investment loss?” While the issue of indemnity was of interest most respondents doubted that this is an issue that could be solved. As one buy-side firm manager said, “This is an important issue, but we realize that any indemnity will be limited.” Said a large sell-side firm’s senior manager, “Guarantees on data quality is an issue...” The head of operations at a global custodian said, “Although it is key, indemnification is a problem for both of us – firm and outsourcer”.\textsuperscript{113} To date, sourcing intermediaries, outsourcers and technology vendors have been reluctant to provide such indemnification as it would put at risk their sources of revenue. Conspicuous by its absence was that no one reported actually outsourcing reference data nor addressing a common risk mitigating activity such as infrastructure entities jointly owned by industry members (i.e. DTCC, NSCC, CLS, et al), taking on such an indemnification responsibility.

Some financial enterprises are beginning to consider outside service providers and external experts (see Figure 13) to implement, operate, and support portions of their reference data activities. However, in order for firms to take advantage of outsourcing, issues like determining what constitutes clean, correct data, exception handling processes, the managerial decision process and its impact on risk will have to be considered. Firms should review specific scenarios in considering the total impact of outsourcing reference data. Can a specific function be outsourced? Can it be done cheaper and at less risk? Can it be done better through the addition of new features and productivity enhancements?

Outsourcers are taking a four stage approach to providing managed data services beginning with an initial focus on data sourcing and maintenance, then work flow management tools, then software for on-site data base maintenance and, finally, downstream distribution to business applications. Solutions, developed for in-house reference data, are being leveraged to provide outsourced services.
Figure 14 - Outsourcers of Reference Data

**ADP** has recently entered the Utility market by extending its traditional back office processing for securities firms to include clearing. Also it has extended its corporate action processing (acquired Xcitek’s software) to offer an outsourcing service. Its international subsidiary ADP Wilco offers similar services in Europe, and includes an Indian offshore outsourcing facility. ADP’s strategy is defensive in entering the clearing business as it had recently faced the loss of a major processing client to a clearing firm. The corporate action business is a logical extension of its own internal needs for its back-office service bureau, and the leveraging of its proxy data sourcing and mail distribution facilities.

**Accenture** has established a licensing agreement with Access Control to utilize its core reference database software to offer an outsourced Managed Reference Data Service (MRDS). They have established centers in Canada, London and Singapore to offer these services along with a Global Corporate Actions (GCA) service. Also has established a Managed Market Data Service (MMDS) which licenses Reuter’s market data services and distribution platforms. Accenture is leveraging off of its traditional technology outsourcing services it provides to its financial enterprise clients to build a managed reference-data service that will scale across multiple financial institutions.

**Capco**’s Reference Data Services (CRSD) offers a range of services including application service provider (ASP), business process outsourcing (BPO), and business service provider (BSP) capabilities, as well as managed services. CRDS operates an onshore consulting and offshore data cleansing operation in India. Capco recently acquired Iverson, a leading provider of Index product reference data and ORTOS, an Operational Risk suite of software products from Dresdner bank. Its strategy is to leverage Iversons’ client base and Dresdner’s software into a broader range of reference data services.

**Depository Trust & Clearing Corporation (DTCC)** is addressing certain aspects of the reference data problem. It has developed a real-time, Internet-based software system called the Global Corporate Actions Hub. The hub creates a centralized communications conduit for custodians, broker/dealers and investment managers to receive corporate-action messages and provide instructions on how to respond to the actions, using the ISO 15022 format. Its focus is on the bulk positions that these institutions have with DTCC, leaving the interaction with their customers on corporate action matters to the individual financial institutions.

**Fidelity** Enterprise Data Systems, a wholly owned subsidiary of Fidelity Management and Investment Company, offers a consolidated, scrubbed, normalized data feed of domestic and international corporate actions called Fidelity Action Service. Fidelity’s strategy was to utilize its own internal systems and data sourcing requirements to create a new business venture.

**IBM** recently entered the reference data space by acquiring the operations and software license used by Dresdner Bank to maintain credit risk management reference data. This outsourcing contract was initiated exclusively by IBM Germany. Through this arrangement they acquired a licensing agreement with Asset Control as Dresdner had utilized this vendor’s reference database software. IBM US has been rumored that they too are interested in the risk management and reference data space. IBM already has software “toolkits” for STP and Operational risk applications and plans a wider role in reference data.

**Omgeo** is a joint venture of the Depository Trust & Clearing Corporation (DTCC) and Thomson Financial. Omgeo processes over one million trades per day and serves over 6,000 investment managers, broker/dealers and custodians in more than 40 countries. It operates as a matching service between the post trade and pre-settlement to eliminate trade-processing steps by allowing parties to the trade to identify and correct unmatched trades earlier for trade corrections.

**SunGard Reference Point Services** has been both centralizing and extending its services to incorporate all forms of reference data. It recently acquired FAME, a long-term provider of time series data. Its strategy is to rationalize the provision of reference data across its multiple investment management, trading, capital markets, custody and risk management applications systems and services. It will provide reference data in service bureau, in-house and ASP models and as a managed service to create a reference data pool that multiple companies can tap.

**Custodians** are utilizing their existing infrastructure and connectivity to buy-side clients, their traditional client base, to distribute reference data services. Custodians see the offering of reference data services as a key element in broadening traditional fund administration, portfolio accounting and security and payment receipt and delivery outsourcing offerings. It is thought that the common use of reference data by custodians and their clients would eliminate trade mismatches due to faulty reference data sourced separately.

**Clearing Houses & Securities Depositories** A final list of vendors includes individual country and regional clearinghouses and depositories. As clearing agents and custodians of securities on behalf of their financial institution members, their business models include: Assigning product and member identifying numbers; collecting, normalizing and redistributing corporate action information to members; collecting corporate action data from issuing companies or their agents; originating closing and/or valuation prices and collecting pricing data from external sources in order to value and adjust their holdings; and conveying corporate action information to their members, receiving their responses, and conveying these responses to issuers who trade and/or settle in their markets.
There are available outsourced solutions for specific niche areas, but there has not been any comprehensive implementation of outsourced reference data management across the varied business silos of multi-product, multi-region, global financial enterprises. However, there are many early stage initiatives, mostly driven by outsourcing companies.\(^{114}\) (see Figure 13)

While no single outsourcer has gained market share, managed data service providers will continue to be the long-term trend. Slowing this trend is the slow rate of adoption of standards and the development of best practices for sourcing data. As managed services increase, new standards will be developed and best practices will be set by in-house and external managed services. Basel II may start to encourage standards as it begins to consider data issues within its operational risk framework for capital allocation. Other issues around outsourcing data include privacy, reliability, independence and flexibility. Proprietary data owners want to keep data private, especially from other customers that would reside within an outsourced service provider’s system domain.

Regulators have recognized the issues that outsourcing presents on both a national and international level. Banks that use outsourcing will have to demonstrate the effectiveness of risk transfer to regulators in order to benefit from a reduction in regulatory capital. (Green, Grody, 2004) The Basel committee’s Joint Forum study published in August 2004, first began reviewing IT outsourcing practices among its members and considered new mandates related to outsourcing.\(^{115}\) A result has been that the Basel Committee has established an outline of “Sound Practices for Managing Outsourced Electronic Banking Systems and Services”.

**7.0 Conclusions**

Reference data systems are now emerging as a financial application platform concept, distinct from the application logic that supports individual business processes across a financial enterprise. While evolutionary applications development over more than a half century caused reference data to be embedded in business applications, the logic of centralized reference data across many business silos has now become compelling. Whether due to high costs within a single enterprise or duplicative costs across the industry, the expenditure on duplicate reference data, and duplicate business process, is significant and the strategic importance of this duplication questionable at best. Coupled with the nearly complete electronic, integrated nature of our capital markets, financial managers are living day-to-day with the potential systemic risks from faulty reference data and will soon be required to pay up for that risk through provisioning additional capital for operational losses.

Attempts within a single firm to extract reference data from the front, middle and back office applications, centralize and consolidate it have traditionally played a back seat to more pressing operational priorities, namely support for new revenue generation activities and the consolidation of operational systems due to merger and acquisition activities. The consequence of the later activity is that major financial institutions are using significant amounts of their data center’s processing power to translate reference
data between multiple legacy systems. We believe this is a pervasive problem across all major financial institutions that have gone through a series of mergers and acquisitions, or have adapted to new reference data standards over time, as most large, internationally active financial enterprises have.

Being better at transactional reference data management has no strategic value - mismatching of transaction details causes transaction failures, regardless of whether one counterparty is right and the other is wrong. This alone is a compelling rationale for establishing industry-wide standards for reference data. While being better at corporate event reference data sourcing and processing adds value by minimizing risk, presently, each organization obtains information from duplicative and redundant sources and performs duplicative processes in interacting with inventory files, issuer’s agents and customers. Therefore, performing the sourcing and processing through one facility would be as comprehensive as using the same sources and processes multiple times at separate facilities, but with the overall cost and risks being significantly reduced. In fact, one component of this process, proxy distribution and shareholder voting, is already centralized and outsourced on an industry-wide basis.\(^{116}\)

Reference data is the most highly synergistic component of financial transaction processing. It is similar to already accomplished outsourcing of other synergistic activities (i.e. trade matching (Omgeo), market data distribution (SIAC’s CTA/CQS/OPRA), street side settlement (Federal Wire), and clearing and depository functions (DTCC/NSCC/FICC, et al). Centralizing and consolidating reference data activities, either within a financial enterprise or across multiple clients, remains a major activity to be accomplished within and amongst industry participants.

All of the initiatives to centralize, consolidate and outsource reference data are recent. The recognition of reference data as a distinct application subset of the total technology and operations infrastructure of financial enterprises is just coming into focus. Most financial enterprises and the industry’s sourcing intermediaries, outsourcers and technology vendors are looking to support each entity, individually or for their collective client bases, with a centralized solution but still leaving the industry with silos of incomplete and somewhat incompatible reference data. No one has yet approached the solution from an industry-wide perspective although most industry organizations, including ISITC, RDUG, SIA, SIIA’s FISD, SWIFT, ISSA, IOC, and leading regulatory organizations, the SEC, Federal Reserve, BIS, IOSCO (International Organization of Securities Commissioners), et al have proclaimed the problem an industry-wide one.

The lack of a clearly delineated business case is thwarting the recognition of the pervasive nature of the issues and the cost and risk associated with reference data. Siloed businesses, associated business interest related trade associations, siloed product specific operational and technology solutions, and business line specific budgets all tend to hamper senior managements’ ability to quantify the overall risk and costs to each financial enterprise. In fact, those who oversee reference data in large financial enterprises tend also to be siloed in their views as they sometimes interpret their charter within the narrow business lines or geography drawn around them due to their
organizational reporting lines. The lack of granularity in the Basel II survey data does not yet permit quantifying precisely the role faulty reference data plays in the largest loss event categories, that of Execution, Delivery and Process Management, and Clients, Products and Business Practice. Further, the ambiguity in the business line definition of Payments & Settlements and the need to, post facto, re-categorize those losses across multiple business lines as “Other”, which turns out to be the largest business line loss category, likewise, does not lead to clarity on this issue.

The lack of a common understanding of reference data has lead to multiple surveys providing multiple answers to what should have been interpreted and responded to similarly. The survey’s themselves, having differing numbers of respondents, from different individuals within responding organizations, with narrow or broader interpretations of reference data, covering different segments of the financial services industry, has resulted, not surprisingly, in the inconsistent and incomplete results as reported on throughout this paper. In fairness to all these researchers they have had to research a moving target as reference data has only recently emerged in its own right as a defined area of the financial services industry exposed, if you will, as the remaining significant area of the global technology and operational infrastructure needing repair. Thus, the resulting available information on industry wide costs and risks associated with the reference data issue provides direction but not specificity.

The largest of financial enterprises have endured the most as they are burdened with the highest costs and risks. However, the quantification of this burden is lost in the averages, as most surveys skew the results to the low end by including the smallest, but most populace of financial industry segments, investment mangers. We have attempted to view the business case of high costs and risks of reference data as one to be made by the largest financial enterprises who, collectively, are involved in 70% of the securities movements and settlements in the capital/investment markets. Below and in Exhibit I we attempt to size the business case, based principally upon the sheer size of the imbedded costs, although the mere fact that these costs are both duplicative and non-strategic, and that the current result creates unnecessary risk to the financial system is in itself a compelling reason to deal with the issue.

**ANNUAL REFERENCE DATA COSTS**

<table>
<thead>
<tr>
<th>COST CATEGORY</th>
<th>PER FIRM COSTS</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Direct Costs</strong></td>
<td>($ in millions)</td>
</tr>
<tr>
<td>People and Facilities</td>
<td>$ 50 - $ 200</td>
</tr>
<tr>
<td>Sourcing and procurement of information</td>
<td>30 - 100</td>
</tr>
<tr>
<td>Licenses/vendor software, systems and communications</td>
<td>40</td>
</tr>
<tr>
<td><strong>Losses</strong></td>
<td></td>
</tr>
<tr>
<td>Fails</td>
<td>108</td>
</tr>
<tr>
<td>Corporate Actions</td>
<td>29 - 103</td>
</tr>
<tr>
<td><strong>Capital (preliminary)</strong></td>
<td>9 - 49</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>$ 266 - $ 600</td>
</tr>
</tbody>
</table>

* Included is a very preliminary calculation for operational risk capital associated with faulty reference data under the Basel guidelines for the 15 US based financial enterprises coming under its mandate. These guidelines are to be finalized by the Federal Reserve and the SEC in 2006.
Further, loss data accumulated by the various Basel inspired Loss Event Collection Exercises is still not granular enough, and no real understanding of the pervasive nature of reference data across the key Risk Event Types has yet surfaced within the risk management community supervising their firm’s loss data collection exercise. However, operating management has made the most progress justifying the business case out of necessity as they merge and acquire others and thus, require more organized approaches to integrating disparate systems, technologies and business process. (We offer our own template for establishing a more rigorous business case in Exhibit II). Progress can take them so far, probably to an ultimate central repository and centralized processes within their own organizations, whether outsourced or in-house. This result, however, leaves the duplication of costs for the same result imbedded in each organization. It also leaves them, and the industry, to deal with the reference data risk associated with mismatching of transactions amongst counterparties, the potential for valuing the same collateral and inventory at different prices in different organizations, the potential for risk calculations to be tainted by faulty reference data and the resulting requirement for capital to be reserved for these risks. Joint action across the industry can mitigate much of this exposure.

Resolving the problem can be accomplished through an industry-wide effort not dissimilar to the clearing entities, netting systems and central depositories that emerged as industry-wide solutions to past industry-wide problems. Leading this effort could well be the largest of financial enterprises, given to first satisfying their own collective needs as they currently absorb the most cost and risk and, soon to be, the only ones required to set aside operational capital under Basel II. This is not dissimilar to the most recent efforts by a similar grouping of financial enterprises in the development of the newest industry-wide risk mitigating facility, The Continuous Linked Settlement System (CLS), which mitigates foreign currency trade settlement risk. Like CLS, supported first by the largest of financial enterprises, a reference data “matching and clearing” utility could thereafter be expanded to support the reminder of the industry. There are many such infrastructure entities jointly owned by industry members (e.g. DTCC, NSCC, CLS, OCC) or owned by commercial interests (e.g. Euroclear, London Clearing House, The Clearing Corp.), or some combination of the two (e.g. Omgeo, OMX, SIAC).

8.0 Recommendations
We believe that a centralized, industry-wide business model that, at the very least, provides consistent centralized reference data across a financial enterprise, whether in house or outsourced can reduce the costs of acquiring, maintaining and distributing reference data as well as the risks of faulty reference data. Under both in-house and outsourced scenarios, buying group advantage and building scale economics into a sourcing and distribution platform would be the overriding value proposition, made practicable by the industry’s sponsorship and rapid development of new standards for financial transaction content and reference data messaging.
Our suggestion is that the largest of financial enterprise, specifically the 30 US domiciled financial institutions that will be driven to accommodate Basel II’s new capital requirements under the Advanced Measurement Approach, contribute their own internal cost, loss and capital data to explore the business case for an industry-wide repository of common reference data. This repository could connect to a shared communications infrastructure that would populate all the stores of such data within the participating enterprises and respond to all the potential requests for reference data that each organization now makes to its own centralized and/or siloed reference databases. However, the basic universe of all required data will be defined centrally as a single finite repository comprising the complete universe of products, counterparties, supply chain participants and other reference data important to the capital/investment markets. Every firm now duplicates this same set of information, sourcing it from different vendors and/or originators and applying different filtering and cleansing rules resulting in it being many times different when it is expected to always be the same.\textsuperscript{117}

This industry utility contemplates that throughout the day each assemblage of a financial transaction, whether done by a human hand on a keyboard or by an automated system, retrieves its specific set of reference data from the utility’s repository of common reference data, the exact same reference data, thus eliminating the subsequent mismatches that would occur had these transactions been populated through separately sourced reference data.

Communicated in a unique way through an intelligent “content enabled” network or queried through conventional access methods, reference data can now be easily routed between a central core utility and multiple disparate financial enterprises. Content routing, enabled by the newly defined XML tags now present in financial transactions, operates within a multicast network and thus allows a message to be delivered to multiple users if it matches multiple profiles, a very high expectation given that most large financial institutions hold a significant subset of the same universe of securities, and on any single day trade many of the same issues and deal with the same counterparties.

Given the available technology, we believe the creation of a centralized reference data repository supported by a communication infrastructure utility to be both feasible and necessary in order to solve the reference data issues that have now persisted for nearly 40 years. Its core value is to be a risk mitigation entity, minimizing faulty reference data, and having regulatory status at the front-end of the global clearance, settlement and matching infrastructure. It would share risk management attributes of other infrastructure entities including allowing only highly capitalized members to participate directly, and supporting indemnification of member transactions through a combination of guarantee deposits, tranches of insurance, and capital mitigation models for member capital reduction. We believe such an entity would be entitled to obtain a reduction in operational risk capital from regulators for each of its participants.

In addition, such a reference data utility would create buying group advantage and a single pool of reference data of the highest quality and at the least cost. Its development will also be unique as founding members could outsource best-of-breed reference data
components and infrastructure to seed the facility, thus minimizing development risk. The utility is made practical by the state of technology evolution in capital/investment markets wherein electronic trading venues, content based routing techniques, order routing and order management systems, and rapid development of financial transaction standards have come together to support a central store of reference data that can be accessed with minimal latency from all financial enterprises globally. While the initial implementation contemplates refreshing downstream data stores at individual financial enterprise sites, further refinements envision the migration over time from mirrored downstream reference data stores to distributed network router based data profiles, further lowering costs. Once stabilized, the core facilities and some of the work force could be outsourced to lower costs even further. Over time front office and lines-of-business applications will be written to access the central data repository directly, in much the same manner as a myriad of front, back and middle office applications are today written to interface to centralized industry-wide depository, payment systems, and clearing and netting facilities.

The business case still needs to be refined - we hope we have contributed to placing it on the agenda of the senior management of financial enterprises and the thought leaders of the industry.
Exhibit I: Estimating the Cost of Reference Data

Direct Costs:
Reference data costs have three components – 1) people and facilities, 2) sourcing and procurement of information, and 3) licenses/vendor costs for software, systems and communications. Summarizing the surveys and anecdotal evidence, and through our industry discussions, we estimate that the largest of financial enterprises have between 500 - 1000 people involved in these activities, at an annual salary, benefits and facilities cost @ $100,000 - $200,000 costing on average $50-$200 million annually. The wide range of per employee costs is reflective of the locale of these employees, ranging from Metropolitan New York City to outsourcing in India. Another $40 million is spent on technology, reflecting the Celent projections for corporate action technology and our own estimate for reference data infrastructure projects. Another $30 - $100 million is spent on sourcing of data, using A-Team/Cicada estimates of the major vendors’ revenue from product, corporate action and price specific reference data, extending them by a factor of three to accommodate the broader definition of reference data contained in this paper. Also in our estimates we recognized the greater revenue derived from, for example Standard & Poor’s, which had $22 million assigned to its market share in the 2002 study but which had $2.2 billion in total revenue in 2004.

Losses:
Industry losses due to faulty reference data can be estimated somewhat. For example DTCC estimates that 5% of secondary market trades fail to settle each day. With approximately $4.5 trillion of settlement value in 2004, failed transactions equal $ 225 billion daily X 30% failure rate (Tower Group) attributed to reference data = $67.5 billion X .05/365 interest cost per day X 250 days = total lost interest per day for the industry of $2.31 billion. In order to estimate the per firm costs we first estimate that the ten largest US based custodian banks have a 70% share of the global custody market (see below).

### Market Share of Worldwide Custody Assets*

<table>
<thead>
<tr>
<th>Global Ranking</th>
<th>US Custodian</th>
<th>Assets (in billion US dollars)</th>
<th>% of total</th>
<th>Reference date</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>JPMorgan</td>
<td>10154</td>
<td>15</td>
<td>Mar 31, 2005</td>
</tr>
<tr>
<td>2</td>
<td>The Bank of New York</td>
<td>9859</td>
<td>15</td>
<td>Mar 31, 2005</td>
</tr>
<tr>
<td>3</td>
<td>State Street</td>
<td>9497</td>
<td>14</td>
<td>Dec 31, 2004</td>
</tr>
<tr>
<td>4</td>
<td>Citigroup</td>
<td>6640</td>
<td>10</td>
<td>Mar 31, 2004</td>
</tr>
<tr>
<td>5</td>
<td>Mellon Group</td>
<td>3520</td>
<td>5</td>
<td>Jun 30, 2005</td>
</tr>
<tr>
<td>8</td>
<td>Northern Trust</td>
<td>2700</td>
<td>4</td>
<td>Jun 30, 2005</td>
</tr>
<tr>
<td>10</td>
<td>Investors Bank &amp; Trust</td>
<td>1734</td>
<td>3</td>
<td>Sep 30, 2005</td>
</tr>
<tr>
<td>13</td>
<td>Brown Brothers Harriman</td>
<td>1275</td>
<td>2</td>
<td>Sep 30, 2005</td>
</tr>
<tr>
<td>16</td>
<td>Wachovia</td>
<td>996</td>
<td>1</td>
<td>Dec 31, 2004</td>
</tr>
<tr>
<td>21</td>
<td>PFPC (PNC Financial)</td>
<td>462</td>
<td>1</td>
<td>Mar 31, 2005</td>
</tr>
<tr>
<td><strong>Top 10 US Based:</strong></td>
<td></td>
<td><strong>46837</strong></td>
<td><strong>70</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Aggregate:</strong></td>
<td></td>
<td><strong>67569</strong></td>
<td><strong>100</strong></td>
<td></td>
</tr>
</tbody>
</table>

Source: [www.globalcustody.net](http://www.globalcustody.net)

* Note: The following Global Custodians shown beside their rankings, while not overseen by US regulators as their parents are foreign domiciled, nonetheless have substantial involvement in the US capital/investment markets.

7 HSBC
9 UBS
12 RBC
14 Credit Suisse
We then estimate that the five securities units of banks and the five largest US based securities firms collectively have a similar share (71.8%) of the global trading markets. (see below).

NYSE Share Volume Traded – Six Months Ended October 31, 2005

<table>
<thead>
<tr>
<th>Rank</th>
<th>US Based Trading Firm*</th>
<th>% of total</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Goldman Sachs</td>
<td>8.18</td>
</tr>
<tr>
<td>3</td>
<td>Merrill Lynch</td>
<td>7.84</td>
</tr>
<tr>
<td>4</td>
<td>Morgan Stanley</td>
<td>6.37</td>
</tr>
<tr>
<td>6</td>
<td>Lehman Brothers</td>
<td>4.98</td>
</tr>
<tr>
<td>7</td>
<td>Bear Stearns</td>
<td>4.86</td>
</tr>
<tr>
<td>11</td>
<td>Citigroup</td>
<td>3.97</td>
</tr>
<tr>
<td>12</td>
<td>Bank of NY Securities</td>
<td>3.02</td>
</tr>
<tr>
<td>13</td>
<td>Bank of America Securities</td>
<td>2.45</td>
</tr>
<tr>
<td>15</td>
<td>JP Morgan Securities</td>
<td>1.61</td>
</tr>
<tr>
<td>24</td>
<td>Prudential Securities</td>
<td>.48</td>
</tr>
</tbody>
</table>

Top 10 US Based: 43.76**

Source: NYSE Broker Volume Report at www.nysedata.com

* The following Trading Firms shown beside their rankings, while not overseen by US regulators as their parents are foreign domiciled, nonetheless have substantial involvement in the US capital/investment markets.
   2 UBS
   5 Deutsche Bank
   8 Credit Suisse
   14 RBC
   19 CIBC

** Using Morgan Stanley as a proxy for their peer group and their 10.3% market share of world-wide trading as reported in their 2004 annual report vs. the above reported 6.32% share of NYSE volume we estimate that these ten firms collectively account for approximately 70% (10.3/6.32 X 43.76 = 71.3) of all US and cross border trading activity.

Similarly the top ten US Government primary securities dealers trade an average low of 72% to a high of nearly 100% of all the value traded by the 22 primary US Government Securities Dealers.

GOVERNMENT SECURITIES DEALER STATISTICS
FEDERAL RESERVE BANK OF NEW YORK
Jan. 1, 2005 – Sept. 28, 2005

TYPE OF SECURITY % MARKET SHARE TOP TEN *

U.S. GOVERNMENT SECURITIES
TREASURY BILLS 71.56
COUPON SECURITIES
  DUE IN 3 YEARS OR LESS 74.95
  DUE IN 3 - 6 YEARS 73.67
  DUE IN MORE THAN 6 - 11 YEAR 74.01
  DUE IN MORE THAN 11 YEARS 77.72
TREASURY INFLATION
INDEX SECURITIES (THS)  
FEDERAL AGENCY SECURITIES  
(Excludes Mortgage backed securities)  
DISCOUNT NOTES  
COUPON SECURITIES  
DUE IN LESS THAN 3 YEARS  
DUE IN 3 – 6 YEARS  
DUE IN MORE THAN 6 - 11 YEARS  
DUE IN MORE THAN 11 YEARS  
FEDERAL AGENCY  
MORTGAGE-BACKED SECURITIES  
CORPORATE SECURITIES  
DUE IN LESS THAN 1 YEAR  
DUE IN MORE THAN 1 YEAR  

Source: www.ny.frb.org

*Note: The largest US based US banks and securities firms that make up the 22 primary dealers include US based:

Bank of America  Bear Stearns  Citibank  
Goldman Sachs  JP Morgan Chase  Lehman Brothers  
Merrill Lynch  Morgan Stanley

The largest non US based banks and securities firms with substantial US capital market participation include:

ABN AMRO  Barclay’s Capital  CIBC  
Credit Suisse First Boston  Deutsche Bank  HSBC  
UBS

We thus use the derived estimate of a 70% market share of the $2.31 billion per day losses due to fails $X_{.70/15} = $108 million for one day of delayed delivery on average for each of the largest 15 financial enterprises. Also, the Federal Reserve reports that dealer fail to deliver covering transactions in primary U.S. Treasury securities, agency debt securities, mortgage-backed securities, and corporate debt securities totaled $10.7 billion daily, equaling $25 million of interest lost for each day of delayed delivery ($10.7 X .05/365 X 365 X .70/15).

Further, in an the AIM Global Data Management Survey in 2004, conducted by AIM Software and Vienna University it was estimated that $1.9- $9.6 billion annually is incurred in trading losses that show up as underperformance in funds, or higher basis costs for trades, due to reacting to faulty corporate action data. At an average of 10% of these loses associated with the 15 largest firms, owing to the fact that the vast majority of trading firms are small and numerous, this loss equals ($1.9 – $9.6 million) X.10 /15 = $12 – $64 million. Also direct losses due to faulty corporate action information are estimated at $360 – $840 million for the global fund management industry. As the custodian for 70% of these assets, we estimate that 70% of the losses would be associated with the 15 largest organizations and attribute.70/15 X (a range of $360 to $840 million) to faulty corporate action at a cost of $17 - $39 million per firm.
Capital costs: (preliminary calculation, awaiting Federal Reserve/SEC final rulings)

We benchmark additional operational risk capital, prior to implementing an Advanced Measurement Approach, against Basel’s target 12% of regulatory capital. Of the largest 15 US based financial institutions active in capital/investment markets (see below) the seven largest have on average $101.2 billion in regulatory capital. This closely approximates Citigroup’s reported 2004 regulatory capital of $100.9 billion and we therefore use Citigroup’s publicly available regulatory and risk capital numbers as a proxy for the largest of this group. We estimate that this group’s operational risk capital to be on average $4.0 billion (12% X total Regulator Capital of $100.9 billion = $10.1 billion – reported Economic Capital of $8.1 billion). Approximately 18% of that capital was allocated to operational risk in 2003 and, extending this approximation to 2004’s operational risk capital (Citigroup did not publish these figures for 2004), an additional $720 million would be allocated for Citigroup’s capital/investment businesses. Combined with already allocated capital of $1.5 billion, the total capital allocated to the capital market/investments businesses of Citigroup and their peer group would be $2.22 billion each. We estimate that approximately 20% of this is related to capital associated with the consequence of faulty reference data (average combined losses for the BIS’s (QIS-2, 2002) and Federal Reserve’s (QIS-4, 2004) Operational Risk Loss Data Collection Exercises for the two Event Types that contain the consequences of faulty reference data average 76.5% of total losses reported [(62.3+90.7)/2] X 30% attributable to faulty reference data for transaction failures = 23%)

<table>
<thead>
<tr>
<th>Percent of Total Losses Reported</th>
</tr>
</thead>
<tbody>
<tr>
<td>Event Type</td>
</tr>
<tr>
<td>Execution, Delivery and Process Management</td>
</tr>
<tr>
<td>Clients, Products and Business Practices</td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

Approximately up to another 20% can be mitigated through insurance, thus combined, approximately .9 billion (40% of the capital of $2.22 billion) on average is attributable to operational risk capital requirements associated with faulty reference data. At a 5% cost of capital, $45 million on average per the largest firms would be incurred to support this additional capital for the top ranked 7. For the smaller group consisting of the bottom ranked 8, using the scale associated with their average capital of $.3 billion and the same estimating technique described previously, each would incur $5 million in additional capital costs.

15 Largest US Based Financial Companies Active in Capital/Investment Markets
Ranked by Regulatory/Consolidated Capital
($ in billions)

<table>
<thead>
<tr>
<th>Company</th>
<th>Capital</th>
</tr>
</thead>
<tbody>
<tr>
<td>Merrill Lynch</td>
<td>$130.2</td>
</tr>
<tr>
<td>Morgan Stanley</td>
<td>110.8</td>
</tr>
<tr>
<td>Goldman Sachs</td>
<td>105.8</td>
</tr>
<tr>
<td>Citigroup</td>
<td>100.9</td>
</tr>
<tr>
<td>JP Morgan Chase</td>
<td>96.8</td>
</tr>
<tr>
<td>Bank of America</td>
<td>92.3</td>
</tr>
<tr>
<td>Lehman Brothers</td>
<td>71.4</td>
</tr>
<tr>
<td>Bear Stearns</td>
<td>41.6</td>
</tr>
<tr>
<td>Wachovia</td>
<td>39.6</td>
</tr>
<tr>
<td>Bank of New York</td>
<td>9.0</td>
</tr>
<tr>
<td>PNC Financial</td>
<td>8.4</td>
</tr>
<tr>
<td>State Street Bank</td>
<td>5.8</td>
</tr>
<tr>
<td>Mellon Financial</td>
<td>4.1</td>
</tr>
<tr>
<td>Northern Trust</td>
<td>4.0</td>
</tr>
<tr>
<td>Investors Bank &amp; Trust</td>
<td>.6</td>
</tr>
</tbody>
</table>

Source: Institutional Investor Capital Rankings of Largest Securities Firms, consolidated capital 2005 (as of year end 2004) and 2004 Annual Reports, Tier I + Tier II capital.
Further, the industry in 2004 allocated nearly $10.6 billion in capital funds for supporting the guarantees, open position marks-to-market, margin and cash collateral deposits required of the various clearing entities run by the DTCC/NSCC/FICC facility. With total daily settlement value of $4.5 trillion and total failed value attributable to reference data of $675 billion, the total additional cost of these deposits are = $1.6 billion attributable to faulty reference data (10.6 X 675/4500). At a 5% cost of capital the industry is incurring an additional capital cost of $80 million X .70/15 = $4 million per large firm.

Summary:

In summary, we estimate the range of costs, losses and capital charges associated with reference data in the range of $266 - $600 million. (Alternatively, SWIFT had estimated repair rates globally for STP at $12 billion annually X .30 X .70/15 = $168 million on a sample of some 15 SWIFT users globally).

Note: Where estimates have been identified as to its source or extrapolated from surveys, all referenced sources and surveys are described in more detail in the accompanying report. We have used a standard 5% cost of capital where broker call rates, market losses, interest costs, stock borrow/loan rates, federal funds rates and repurchase rates have been used in the above calculations, based upon the average of these rates from 1990 – through 2004. Where per firm costs are extrapolated a 70% factor has been used to identify the share associated with the 15 largest US headquartered financial enterprises, then divided by 15 to arrive at a per firm average.
Activities associated with reference data acquisition and sourcing, processing, maintenance and distribution include:

- issue identifier (number schemes-CUSIP (U.S.), SEDOL (U.K.), ISIN (International), RIC Code (Reuters), symbol (exchange specific), exchange or market traded on (MIC), et al)
- terms & conditions of security (conversion dates and rates, sinking fund provisions, call dates, maturity/expiration dates, deliverable equivalents, reset dates, etc.)
- credit rating, credit history and industry categorization (Moody’s ratings, S&P identifiers and ratings, Fitch ratings, SEC identifying data, Dun & Bradstreet identifying data, et al)
- research rankings, research reports, reporting dates, EDGAR/CEDAR codes, etc.
- loss event data, Key Risk Indicators (KRI’s), et al
- corporate customer identification for financial institution (FINS and BIC numbers), counterparties to include department, fund, trading entity, agent, etc.
- corporate hierarchy structures, International Business Entity Identifiers (IBEI’s), issuer/issue linkage, etc
- settlement facilities, custodian identity and location information, collateral depot delivery instructions, et al
- transfer agents, registrars, paying agents, et al
- accounting, valuation and collateral prices and formulas (historical prices, closing prices, time series, volatilities, correlations, factors, etc.)
- regulatory, taxing jurisdiction and government fee schedules and rates (SEC, FSA, MOFA, BVA, et al) regulatory fees, tax withholding rates, commission rates, etc.
- corporate actions (stock splits, proxy notifications, mergers, tenders, et al)
- dividend and interest declarations, capital distributions
- calendar information (holiday’s, expiration of contract dates, etc.)
- application of voluntary/non-voluntary corporate events against client holdings
- dividend, interest, capital distributions and special offerings, etc. matched against client holdings
- acquisition and distribution of information, interaction with clients on voluntary instructions, and communications to issuers, issuers’ agent(s)
Examples of categories of risk based costs associated with reference data include:

- fails to deliver
- fails to receive
- out-trades
- non affirmed transactions
- non-confirmed transactions
- overdue transfers
- reconciliations outstanding in reorganization accounts
- reconciliations outstanding with internal entities
- reconciliations outstanding with external entities
- buy-ins
- reclaims
- stock borrowing, stock lending
- repurchase agreements
- overdue voluntary corporate actions responses
- tax credit receivables
- net effect of contractual settlement guarantees
- clearing house deposits, guarantee funds
- reserves for expected losses for counterparty settlement risk, central security depository risk, corporate action risk (issuer and client)

Examples of reference data maintained in identified departments or by individuals performing such functions, either conducted centrally or distributed geographically, and either by line of business, outsourced and/or other organizational structure:

- Security/Product data bases
- Price data bases
- Counterparty data base
- Client Delivery/Settlement instruction data bases
- Financial Intermediary data bases
- Risk Data bases
- Research data bases
- Tax Data bases
- Commission/Fee data bases
- Credit data bases
- Calendar data bases
- Compliance data base
- Corporate Action data bases
- Voluntary Corporate Action/Client data bases
- Mail room/call center facilities/people/supplies associated with above
Whereas automated business applications tend to support specific product areas, each potentially having its own reference data set or data base, we include below a listing of broad categories of financial product areas. Each may source reference data from vendors, have their own set of counterparties and supply chain participants and support their own silo(s) of reference data and associated staff:

- Equities (domestic, international, emerging markets, et al)
- Options (equity, interest rate, precious metals, indexes, et al)
- Fixed income (money market instruments, corporate debt, sovereign debt, state/municipal/regional/provincial/tax/revenue jurisdiction debt, et al)
- Securitized products (mortgages, receivables, loans, et al)
- Foreign Exchange (spot, forward, et al)
- Futures (interest rates, foreign exchange, climate, equities, et al)
- Commodities (metals, agricultural, produce, live stock, et al)
- Energy (oil, natural gas, gasoline, et al)
- Derivatives (swaps, credits, options, caps, collars, et al)
- Collective Investments (mutual funds, exchange traded funds, hedge funds, money market funds, managed futures, et al)
- Packaged products (wealth management, asset management, financial planning, retirement structures, private equity, wraps, annuities, et al)
- Facilitation products (stock borrowing, stock lending, cash management, hedge management, overlay management, block trading, program trading, et al)
- Corporate finance (recapitalizations/restructurings, mergers, acquisitions, leveraged buy-outs, synthetic structures, underwriting, syndications, private equity, venture capital, et al)
- Research/Market/Economic analysis (fundamental research, technical analysis, economic analysis, stock selection, asset allocation, performance grading, et al)

Examples of operational cost categories associated with reference data include:

- Staff wages and associated employee benefits
- Work-space costs i.e. telephone, facilities costs, electricity costs, etc.
- Direct work station costs, i.e. PC costs, network costs, software licenses
- Procurement costs for externally sourced reference data
- Allocation of central computer facilities and communication network
- Allocation of administrative and headquarters overhead
- Professional services, i.e. consulting, accounting, auditing, public relations, marketing, media buying and legal services
- Marketing and advertising costs
- Vendor software costs i.e. licenses, maintenance, implementation and systems modification costs, etc.
- Stationery, supplies, postage, express mail charges, document reproduction, etc.
- Repair, exception handling costs
Organizational structures, organized along functional lines, which may independently source and maintain reference data:

- Portfolio strategy/portfolio management/managed accounts
- Market data acquisition and management
- Exchange/trading venue interface management
- Trade entry/trading/order management
- Execution and trade inventory management
- Affirmation/confirmation and allocation management
- Settlement/payment/delivery
- Balancing and reconciliation (clients, trading venues, clearing services, netting systems, matching utilities, custodians, sub custodians, depositories, et al)
- Custody, inventory/position management
- Cash/collection/collateral/segregation/margin management
- Stock lending/borrowing, collateralization, repurchase agreements
- Risk management (credit, market and operational)
- Compliance/audit/internal control
- Credit management
- Corporate finance
- Investment banking
- Asset management
- Wealth management
- Private clients
- Private equity
- Prime Brokerage
- Venture capital
- Arbitrage
- Proprietary trading
- Trade facilitation
- Economic analysis
- Research
- Securitization
- Structured finance
- Treasury
- Financial planning
- Budgeting
- Competitive analysis
- Strategic planning
- Documentation management
- Trusteeships
- Escrow
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Automatic Data Processing (ADP), a for-profit public corporation acts as central source for intermediation between issuers and shareholders who leave securities with brokerage firms in “street name” and, hence, are unknown to the issuer. Each brokerage firm requests the number of packages of material from ADP, which in turn aggregates all requests and forwards to the issuer’s agent. The material is then received, packaged with standard return forms, sent directly to shareholders using one-time-only account mailing lists supplied by each brokerage firm, and returned to ADP for tabulation.
We believe the total universe of such reference data to be approximately 6,000,000 products and 1,500,000 supply chain entities.